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•  Feedback	  taxonomy	  
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– Radiation	  pressure	  
–  Stellar	  winds	  
–  Supernovae	  

•  “Metallicity	  feedback”	  



Why	  Feedback?	  

Bate	  (2009) 	   	  What’s	  included:	  hydrodynamics,	  gravity	  



Star	  Formation	  Too	  Fast	  

Data	  compilation	  from	  Krumholz,	  Dekel,	  &	  McKee	  (2012);	  KT07	  updated	  with	  HCN	  effective	  
density	  from	  Schenck+	  (2011)	  ,	  new	  Orion	  data	  from	  Regianni	  +	  (2011),	  da	  Rio+	  (2012)	  



Star	  Formation	  Too	  Efficient	  
•  Without	  feedback,	  

bound	  clouds	  è	  
bound	  clusters	  

•  Most	  GMC	  mass	  
bound;	  proto-‐
clusters	  (n	  >	  104	  
cm-‐3)	  bound	  

•  Why	  don’t	  most	  
stars	  form	  in	  
bound	  clusters?	  

Virial	  ratio	  distribution	  of	  GMCs	  (Roman-‐Duval+	  2010)	  
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Figure 3. Histograms of the physical properties of molecular clouds. In the top two panels, the solid line indicates the best fit to the radius and mass spectra.

mass and number) have virial parameters <1. This analysis
thus suggests that most of the molecular mass contained in
identifiable molecular clouds is located in gravitationally bound
structures.

6.3. Number Density and Surface Mass Density

The bottom left panel shows the mean density of H2 in
our sample of 750 molecular clouds, the median of which is
231 cm−3. This value is well below the critical density of the
13CO J = 1 → 0 transition, ncr = 2.7×103 cm−3, suggesting
that the gas with density n > ncr is not resolved by a 48′′ beam
(0.25 pc at d = 1 kpc), and that its filling factor is low.

The bottom right panel shows the surface mass density of the
molecular clouds, with a median of 144 M% pc−2. Using the
Galactic gas-to-dust ratio 〈NH /AV 〉 = 1.9×1021 cm−2 mag−1

(Whittet 2003), this corresponds to a median visual extinction
of 7 mag. This value is consistent with the prediction from
photoionization dominated star formation theory (McKee 1989).
A median surface mass density of 140 M% pc−2 is lower than
the median value of 206 M% pc−2 derived by Solomon et al.
(1987) based on the virial masses of a sample of molecular

clouds identified in the 12CO UMSB survey. Note that Solomon
et al. (1987) originally found a median surface mass density of
170 M% pc−2, assuming that the distance from the sun to the
Galactic center is 10 kpc. Assuming a Galactocentric radius of
8.5 kpc for the sun, this value becomes 206 M% pc−2 (Heyer et al.
2009). The median surface density derived here is also higher
than the value of 42 M% pc−2 derived by Heyer et al. (2009),
who re-examined the masses and surface mass densities of the
Solomon et al. (1987) sample using the GRS and a method
similar method to ours. Similar to our analysis, Heyer et al.
(2009) estimated the excitation temperature from the 12CO line
emission and derived the mass and surface density from 13CO
GRS measurements and the excitation temperature.

For the Solomon et al. (1987) molecular cloud sample, Heyer
et al. (2009) found a median surface density of 42 M% pc−2

using the area A1 (the 1 K isophote of the 12CO line) defined
by Solomon et al. (1987) to compute masses and surface mass
densities. However, computing surface mass densities within the
half power 12CO isophote (A2) yields a median surface mass
density close to 200 M% pc−2 (see Figure 4 of Heyer et al. 2009).
It is thus likely that the discrepancy between the surface densities
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mass and number) have virial parameters <1. This analysis
thus suggests that most of the molecular mass contained in
identifiable molecular clouds is located in gravitationally bound
structures.

6.3. Number Density and Surface Mass Density

The bottom left panel shows the mean density of H2 in
our sample of 750 molecular clouds, the median of which is
231 cm−3. This value is well below the critical density of the
13CO J = 1 → 0 transition, ncr = 2.7×103 cm−3, suggesting
that the gas with density n > ncr is not resolved by a 48′′ beam
(0.25 pc at d = 1 kpc), and that its filling factor is low.

The bottom right panel shows the surface mass density of the
molecular clouds, with a median of 144 M% pc−2. Using the
Galactic gas-to-dust ratio 〈NH /AV 〉 = 1.9×1021 cm−2 mag−1

(Whittet 2003), this corresponds to a median visual extinction
of 7 mag. This value is consistent with the prediction from
photoionization dominated star formation theory (McKee 1989).
A median surface mass density of 140 M% pc−2 is lower than
the median value of 206 M% pc−2 derived by Solomon et al.
(1987) based on the virial masses of a sample of molecular

clouds identified in the 12CO UMSB survey. Note that Solomon
et al. (1987) originally found a median surface mass density of
170 M% pc−2, assuming that the distance from the sun to the
Galactic center is 10 kpc. Assuming a Galactocentric radius of
8.5 kpc for the sun, this value becomes 206 M% pc−2 (Heyer et al.
2009). The median surface density derived here is also higher
than the value of 42 M% pc−2 derived by Heyer et al. (2009),
who re-examined the masses and surface mass densities of the
Solomon et al. (1987) sample using the GRS and a method
similar method to ours. Similar to our analysis, Heyer et al.
(2009) estimated the excitation temperature from the 12CO line
emission and derived the mass and surface density from 13CO
GRS measurements and the excitation temperature.

For the Solomon et al. (1987) molecular cloud sample, Heyer
et al. (2009) found a median surface density of 42 M% pc−2

using the area A1 (the 1 K isophote of the 12CO line) defined
by Solomon et al. (1987) to compute masses and surface mass
densities. However, computing surface mass densities within the
half power 12CO isophote (A2) yields a median surface mass
density close to 200 M% pc−2 (see Figure 4 of Heyer et al. 2009).
It is thus likely that the discrepancy between the surface densities



Galaxy	  Formation	  Too	  Efficient	  

Behroozi+	  (2013)	  



The	  Solution…	  



Energy-‐Conserving	  Feedback	  

Stellar	  source,	  
energy	  injection	  rate	  
dE/dt	  

Swept-‐up	  shell	  
of	  mass	  Msh,	  
radius	  r	  

Hot	  material	  in	  
shell	  interior,	  
mass	  Min,	  
temperature	  T	  

Shell	  radius	  
set	  by	  energy	  
conservation:	  

Ėt ∼ Mshṙ
2 +MinkBT ∼ 2Mshṙ

2



Momentum-‐Conserving	  Feedback	  

Stellar	  source,	  
momentum	  
injection	  rate	  dp/dt	  

Swept-‐up	  shell	  
of	  mass	  Msh,	  
radius	  r	  

Shell	  radius	  
set	  by	  
momentum	  
conservation:	  

Energy	  removed	  by	  
radiation	  or	  escape	  
of	  hot	  gas	  

ṗt ∼ Mshṙ



What’s	  the	  Difference?	  

•  Consider	  a	  source	  w/mass	  flux	  dM/dt,	  velocity	  
v;	  after	  time	  t,	  shell	  has	  mass	  M,	  radius	  r	  

•  Energy-‐conserving	  case:	  
•  Momentum-‐conserving	  case:	  
•  Ratio	  of	  energies,	  momenta	  at	  equal	  times:	  

•  Define 	   	   	  	  	  	  	  	  	  	  	  ,	  i.e.	  p/psource	  −	  1	  

ME ṙ
2
E ∼ Ṁv2t

Mpṙp ∼ Ṁvt

ME ṙ2E
Mpṙ2p

∼ v

ṙp
� 1

ME ṙE
Mpṙp

∼
�

ME

Ṁt
� 1

ftrap =
Mṙ

Ṁvt
− 1



Feedback	  Budgets	  

•  Let	  IMF	  be 	   	   	  	  	  	  	  	  	  	  	  , 	  	  
•  Mean	  star	  mass	  is	  
•  Consider	  a	  quantity	  Q,	  production	  rate	  q(m,	  t)	  
known	  from	  stellar	  evolution	  

•  For	  stellar	  population	  of	  age	  t,	  production	  rate	  
is	  

•  Total	  amount	  of	  quantity	  produced	  over	  all	  
time	  is	  

m = 1/
�
ξd lnm

ξ(m) = dn/d lnm
�
ξ dm = 1

q(t) = M
�
ξq(m, t) d lnm

Q = M
�
ξ
�
q(m, t) dt d lnm



Feedback	  Budgets	  II	  

•  From	  these	  results,	  define	  IMF-‐averaged	  
production	  rate,	  yield	  by	  

•  RHS	  can	  be	  computed	  from	  stellar	  evolution	  
and	  the	  IMF	  alone	  (e.g.	  by	  starburst99)	  

� q

M

�

t
≡

�
ξq(m, t) d lnm

�
Q

M

�
≡

�
ξ

�
q(m, t) dt d lnm



Feedback:	  What	  is	  Needed	  
•  Consider	  an	  object	  with	  escape	  speed	  vesc	  
•  Momentum	  injection	  rate	  required	  to	  drive	  
galactic	  wind	  with	  (dM/dt)wind	  ~	  (dM*/dt)	  is	  

•  NB:	  this	  is	  a	  lower	  limit,	  assuming	  no	  losses	  
•  SFE	  <~	  0.5	  in	  galaxies	  with	  vesc	  >	  200	  km	  s−1	  è	  
sum	  of	  feedbacks	  >>	  200	  km	  s−1	  on	  galactic	  
scales	  

� p

M

�
> vesc



Feedback	  Taxonomy	  



Ionizing	  Radiation	  
•  Ionizing	  photons	  heat	  ISM	  

to	  ~104	  K	  (cs	  ~	  10	  km	  s−1)	  
•  Can’t	  launch	  galactic	  

winds,	  but	  can	  regulate	  SF	  
•  Similar	  to	  momentum-‐

conserving	  case,	  since	  gas	  
temp	  fixed	  

•  Budget:	  �
Q(H

0
)

M

�
= 6.2× 10

46
photons s

−1 M−1
⊙

�
Q(H

0
tot)

M

�
= 4.2× 10

60
photonsM−1

⊙



Ionizing	  Radiation:	  Disruption	  
HII	  regions	  
disrupt	  
clouds	  with	  
vesc	  <~	  few	  
km/s,	  but	  
not	  larger	  
ones	  (Krumholz+	  
2006,	  2009,	  Murray+	  
2010,	  Fall+2010,	  
Goldbaum+	  2011)	  

Dale+	  (2012);	  What’s	  
included:	  hydro,	  
gravity,	  ionizing	  
radiation	  

vesc	  =	  10	  km/s	  

vesc	  =	  2	  km/s	  



Ionizing	  Radiation:	  SF	  Regulation	  

The Astrophysical Journal, 738:101 (20pp), 2011 September 1 Goldbaum et al.

Figure 4. Number of clouds plotted as a function of |EH ii/Eacc|. In regions of low ambient surface density, accretion and star formation are in equipartition, while in
regions of high ambient surface density, accretion dominates the energy budget.
(A color version of this figure is available in the online journal.)

to survive for many crossing times and convert a larger fraction
of their gas into stars. An even larger fraction is ejected via
photoionization. However, for both models, the star formation
efficiency per free-fall time,

εff = Ṁ∗

Mcltff
, (33)

is low, around 2%. This is not surprising, as a low star formation
efficiency per free-fall time is one of the basic assumptions of
our model.

4.2. Energetics of Star Formation Feedback
Versus Mass Accretion

GMCs exhibit highly supersonic turbulence. There is no
agreement in the literature about what drives these motions,
which numerical models of compressible MHD turbulence
indicate should decay if left undriven. Some authors suggest that
the primary energy injection mechanism is some sort of internal
star formation feedback process, such as protostellar outflows
(Li & Nakamura 2006; Wang et al. 2010), expanding H ii regions
(Matzner 2002), or supernovae (Mac Low & Klessen 2004).
Others suggest that turbulence is driven externally via mass
inflows (Klessen & Hennebelle 2010). Comparing the amount
of energy injected by different forms of star formation feedback,
Fall et al. (2010) found that at typical GMC column densities,
the dominant stellar feedback mechanism is H ii regions driven
by the intense radiation fields emitted by massive star clusters.
Using our models, we can compare the importance of accretion
relative to H ii regions in the energy budget of GMCs.

To find the total energy injected by accretion, we make use of
our knowledge of the total energy of the cloud as a function of
time. At the end of time step j we use Equation (18) to calculate
both the total cloud energy, Ecl,j , as well as what the cloud
energy would have been if we had set Ṁacc = 0 for that time
step, Ecl|Ṁacc=0. The difference,

Eacc,j = Ecl,j − Ecl|Ṁacc=0, (34)

is the total energy added by accretion during that time step. The
total energy injected by accretion over the cloud’s lifetime is

just the sum of the contributions of each time step,

Eacc =
∑

j

Eacc,j . (35)

The energy injected by H ii region i, EH ii,i , can be found by
integrating the rate of energy injection by a single H ii region
with respect to time. This is,

EH ii,i = 1.6ηET1,i

(
rm,i

Rcl,i

)1/2

, (36)

where rm,i is the radius of H ii region i when it merges with the
parent cloud and Rcl,i is the radius of the cloud as a whole when
H ii region i merged with the cloud. To find the total energy
injected by H ii regions over the cloud’s lifetime, we simply
sum up the contributions due to individual H ii regions,

EH ii =
∑

i

EH ii,i . (37)

The ratio |EH ii/Eacc| indicates the relative importance of
star formation feedback to accretion driven turbulence to the
global energy budget of the cloud. If |EH ii/Eacc| < 1, accretion
dominates the energy injection; similarly if |EH ii/Eacc| > 1, star
formation feedback is the primary driver of turbulence.

The results of this comparison are plotted for both choices of
the ambient surface density in Figure 4. We find that H ii regions
and accretion contribute approximately equal amounts of energy
in the low surface density runs, while accretion dominates in
the high surface density runs. In the low surface density runs,
stochastic effects can be important, particularly for clouds that
do not last much longer than a crossing time. Thus, in some
runs, star formation feedback can contribute significantly more
energy than accretion, while in others star formation feedback
is negligible. In the runs evolved with a high ambient surface
density, star formation feedback is subdominant, although not
completely negligible, in the vast majority of runs.

It is worth pointing out that this result depends on the
precise value of ϕ we choose to evolve the clouds with. If ϕ
is lower, accretion contributes less energy, and star formation
can dominate the energy budget. If ϕ is higher, star formation

11

•  HII	  regions	  keep	  
εff,	  SFE	  low	  
(Gritschneder+	  2009,	  
Vazquez-‐Semadeni+	  2010,	  
Peters+	  2010,	  2011,	  
Goldbaum+	  2011)	  

•  After	  accretion	  
ends,	  may	  
disrupt	  clouds	  

•  Probably	  the	  
dominant	  SF	  
regulator	  today	  

Above:	  Vazquez-‐
Semadeni+	  2010;	  
included:	  hydro,	  
gravity,	  approx.	  
ionization	  
	  
Left:	  semi-‐analytic	  
GMC	  models,	  
Goldbaum+	  2011	  



Radiation	  Pressure	  
•  For	  a	  Kroupa	  IMF,	  instantaneous	  (zero-‐age)	  
and	  total	  radiation	  production	  are	  (from	  sb99)	  

	  
•  Corresponding	  radiation	  momenta:	  

�
L

M

�
= 1140L⊙ M−1

⊙ = 2200 erg g−1

�
Erad

M

�
= 1.1× 1051 ergM−1

⊙ = 6.2× 10−4c2

�
ṗrad
M

�
= 23 km s−1 Myr−1

�prad
M

�
= 190 km s−1



When	  is	  RP	  Important?	  

•  Momentum	  budget	  ~	  200	  km	  s−1	  è	  cannot	  
launch	  winds	  in	  large	  galaxies	  unless	  	  ftrap	  >>	  1	  

•  Can	  be	  important	  for	  early	  dwarfs	  and	  sub-‐
galactic	  objects	  with	  vesc	  <<	  200	  km	  s−1	  even	  if	  
ftrap	  ~	  1	  (Krumholz	  &	  Matzner	  2009;	  Wise+	  2012)	  

•  RP	  significant	  if	  (ftrap	  L/c)	  tff	  >	  M	  vvir;	  with	  some	  
manipulation,	  this	  gives	  (Fall+	  2010)	  

•  Key	  question:	  what	  is	  ftrap?	  
Σ < ftrap · 1 g cm−2



Effects	  of	  ftrap	  	  
If	  ftrap	  ~	  τIR…	  (Murray+	  2010,	  
2011,	  Hopkins+	  2012a,b,c,d)	  
•  RP	  disrupts	  all	  
clusters,	  launches	  
galactic	  winds	  

If	  ftrap	  ~	  1…	  (Krumholz	  &	  
Matzner	  2009,	  Fall+	  2010,	  Krumholz	  &	  
Dekel	  2010)	  
•  RP	  important	  only	  

in	  some	  clusters,	  
small	  dwarfs	  Hopkins+	  (2012);	  	  What’s	  included:	  hydro,	  

gravity,	  RP	  subgrid	  model	  with	  ftrap	  ~	  τIR	  



Observations	  of	  ftrap	  

The Astrophysical Journal, 731:91 (15pp), 2011 April 20 Lopez et al.
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Figure 12. Maps of the four pressure components across 30 Doradus. All four are on the same color scale to enable visual comparison. Consistent with Figure 11, Pdir
dominates in the central few arcminutes, while the PH ii dominates at larger distances from R136.

the hot gas. For this discussion, we will consider stellar winds
only and ignore the contribution by SNe; this assumption is
reasonable given that the mechanical energy of one SN is on
the order of the amount injected by winds over a single massive
star’s lifetime (Castor et al. 1975). This assumption is valid at
the 0.5 Z! of the LMC: simulations of a 5.5 × 104 M! star
cluster in Starburst99 (Leitherer et al. 1999) showed that the
total wind luminosity decreased by roughly a factor of two from
the solar to half-solar metallicity case.

There are several competing theoretical models to account for
the X-ray luminosity in bubbles and superbubbles. The models
of Castor et al. (1975) and Weaver et al. (1977) assume that
the shock-heated gas is completely confined by a cool shell
expanding into a uniform density ISM. An alternative theory
proposed by Chevalier & Clegg (1985) ignores the surrounding
ISM and employs a steady-state, free-flowing wind. Recently,
Harper-Clark & Murray (2009) introduced an intermediate
model between these two, whereby the ambient ISM is non-
uniform. In this case, only some of the hot gas can escape freely
through the holes in the shell.

The fraction of hot gas confined by the shell directly deter-
mines the hot gas pressure on the shell as well as the X-ray
luminosity within the bubble. If the shell is very porous, the
shock-heated gas will escape easily, the wind energy will be
lost from the bubble, and the associated pressure and luminosity
will be low. By comparison, a more uniform shell will trap the
hot gas, retain the wind energy within the bubble, and the corre-
sponding X-ray pressure and luminosity will be much greater.
As such, in the latter case, the shocked winds could have a sig-
nificant role in the dynamics of the H ii region. We note that the
warm gas is not able to leak similarly because its sound speed
is less than the velocities of the shells (20–200 km−1; Chu &
Kennicutt 1994).

To assess whether the hot gas is trapped inside the shell and
is dynamically important, we measure the ratio of the hot gas
pressure to the direct radiation pressure, ftrap,X = PX/Pdir, and
compare it to what ftrap,X would be if all the wind energy was
confined. We can calculate the trapped-wind value using the
wind-luminosity relation (Kudritzki et al. 1999; Repolust et al.
2004), which indicates that the momentum flux carried by winds
from a star cluster is about half that carried by the radiation field
if the cluster samples the entire IMF. Written quantitatively,
0.5 Lbol/c = Ṁwvw, where Ṁw is the mass flux from the winds
that launched at a velocity vw. The mechanical energy loss Lw
of the winds is then given by

Lw = 1
2
Ṁwv2

w = L2
bol

8Ṁwc2
, (8)

and the mechanical energy of the winds is simply Ew = Lwt ,

where t is the time since the winds were launched. Putting these
relations together, the trapped X-ray gas pressure PX,T is

PX,T = 2Ew

3VH ii
= L2

bolt

16πṀwc2R3
H ii

, (9)

where VH ii is the volume of the H ii region.
Given that Pdir = Lbol/(4πR2

H iic), then ftrap,X is

ftrap,X = Lbolt

4ṀwcRH ii
= Lbol

4Ṁwcvsh
, (10)

where we have set RH ii/t = vsh, the velocity of the expanding
shell. Finally, we put Ṁw in terms of Lbol and vw, so that
Equation (10) reduces to

ftrap,X = vw

2vsh
. (11)

We use the above equation to obtain an order-of-magnitude
estimate of ftrap,X if all the wind energy is confined by the
shell. We assume a wind velocity vw ∼ 1000 km s−1 (the
escape velocity from an O6 V star; a reasonable order-of-
magnitude estimate, since O3 stellar winds are faster and WR
winds would be slower than this value). If we set vsh ∼
25 km s−1 (the expansion velocity over 30 Doradus given by
optical spectroscopy; Chu & Kennicutt 1994), then ftrap,X ∼ 20.

We can compare this ftrap,X to our observed values for the
regions closest to the shell (the ones along the rim of our 441
squares in Figure 5); Figure 13 shows the histogram of our
observed ftrap,X values. We find a mean and median ftrap,X of
0.30 and 0.27, respectively, for our outermost regions. Over
30 Doradus, the highest values of ftrap,X are near the SNR N157B
in the southwest corner of 30 Doradus (see Figure 14), where
the hot gas is being generated and has not had time to vent.
Other locations where ftrap,X is elevated are regions with strong
X-ray emission and weak Hα emission. Morphologically, these
areas could be where the hot gas is blowing out the 30 Doradus
shell.

The observed ftrap,X values are 1–2 orders of magnitude
below what they would be if the wind was fully confined. As
a consequence, we find that PX of our regions is too low to be
completely trapped in the H ii region (the Castor et al. model),
and the X-ray gas must be leaking through pores in the shell.
This result is consistent with the Harper-Clark & Murray model
of partial confinement of the hot gas, and the weakness of PX
relative to Pdir suggests that the hot gas does not play a significant
role in the dynamics of the H ii region.

We note here that our rim regions in this analysis are
∼70–130 pc from R136, which is less than the estimated radius

10

Pressures	  of	  direct	  starlight,	  reprocessed	  IR,	  warm	  gas,	  hot	  gas	  in	  30	  Dor	  (Lopez+	  2011)	  

The Astrophysical Journal, 731:91 (15pp), 2011 April 20 Lopez et al.
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Figure 10. Map of the hot gas electron density nX (in particles cm−3) across 30 Doradus. These values were obtained by modeling the Chandra X-ray spectra from
each region, which output the best-fit EM. We converted EM to nX using Equation (7).
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Figure 11. All pressures vs. radius from the center of R136. Regions with
similar radii (defined as radii within 10% fractionally of each other) are binned
to simplify the plot and make trends more readily apparent, and bars reflect
the 1σ standard deviations in the pressures at the given radii. Generally, Pdir
dominates at radii !75 pc and follows a Pdir ∝ r−2 relation (the blue solid
line), whereas PH ii dominates at larger distances from R136. PIR and PX do not
appear to contribute significantly.

consistent with our finding (see Section 5.1) that the X-ray gas
does not remain adiabatic and trapped inside the shell. Instead,
the hot gas is either leaking out or is mixing with cool gas and
suffering rapid radiative losses as a result. In either case, the
hot gas is likely to be flowing at a bulk speed comparable to
its sound speed, and thus it will not have time to reach pressure
equilibrium with the cooler gas that surrounds it before escaping
the H ii region. Alternatively, it may be that pressure balance is
established between the warm ionized gas and the ram pressure
of the hot gas, whereas we have only measured the thermal
pressure. This picture is consistent with the anticoincidence of
the warm and hot gas noted by previous X-ray work (e.g., Wang
1999; Townsley et al. 2006a).

In Figure 12, we give the maps of the four pressures across
30 Doradus for our 441 regions. Pdir has a smooth profile due
to its 1/r2 dependence, while PH ii is fairly uniform across
30 Doradus (as expected for a classical H ii region). Compared
to those components, PIR and PX have more variation through-
out the source. Additionally, all the maps have significant en-
hancements in the central regions near R136; in the cases of PIR
and PH ii, the elevated pressures correspond to the molecular
“ridge” in 30 Doradus (as seen in the CO contours in Figure 2).
Additionally, all except Pdir have greater pressures in the regions
near the SNR N157B (the bottom right of the maps).

We can utilize the obtained pressures to estimate the total
energy of each component. In particular, we measure the total
energy density u in a given radius bin of Figure 11 and
multiply by the volume of its shell (where we have set the
shell thickness to the difference of the upper and lower bound
radius of that bin). We convert pressures P to energy densities
u using the relations Pdir = udir, PIR = 1

3uIR, PH ii = 2
3uH ii,

and PX = 2
3uX. Using this approach, we find the following

total energies for each component: Edir = 5.1 × 1053 erg,
EIR = 1.7 × 1053 erg, EH ii = 2.8 × 1053 erg, and EX =
6.5×1052 erg. Therefore, the direct and dust-processed radiation
fields and the warm ionized gas contribute similarly to the
energetics of the region, and every component is !2 orders
of magnitude above the typical kinetic energy of a single SN
explosion.

5. DISCUSSION

5.1. Leakage of the Hot Gas

As mentioned previously, the X-ray emission in 30 Doradus
arises from the shock heating of gas to temperatures of ∼107 K
by stellar winds and SNe. These feedback processes eventually
carve out large cavities, called bubbles and superbubbles, filled
with diffuse X-ray emission. In Figure 11, we demonstrated that
the pressure associated with the hot gas PX is comparatively low
relative to the other pressure components. Here, we explore the
implications of this result in regard to the trapping/leakage of

9



Numerical	  Measurement	  of	  ftrap	  

Gravity-‐confined,	  radiatively-‐driven	  
shells	  (Krumholz	  &	  Thompson	  2012)	  

Freely-‐expanding,	  radiatively-‐driven	  
shells	  (Krumholz	  &	  Thompson	  2013)	  



Numerical	  Results	  
•  If	  radiation	  force	  <	  

gravity	  at	  dust	  
photosphere,	  no	  wind	  

•  If	  radiation	  force	  >	  
gravity	  at	  dust	  
photosphere,	  wind,	  but	  
with	  ftrap	  ~	  1	  

•  Conclusion:	  RP	  may	  
affect	  sub-‐galactic	  
objects,	  but	  cannot	  
produce	  galactic	  winds	  

Krumholz	  &	  Thompson	  (2013)	  



Stellar	  Winds	  
•  For	  a	  Kroupa	  IMF,	  instantaneous	  (zero-‐age)
and	  total	  wind	  production	  are	  (from	  sb99)	  

	  
•  Approximate	  wind	  momenta:	  

�
Lwind

M

�
= 2.0L⊙ M−1

⊙ = 3.8 erg g−1

�
Ewind

M

�
= 2.3× 1048 ergM−1

⊙ = 1.3× 10−6c2

�
ṗwind

M

�
= 7.0 km s−1 Myr−1

�pwind

M

�
= 113 km s−1



Winds	  vs.	  Radiation	  

•  Stellar	  winds	  add	  ~(25%,	  50%)	  to	  (zero-‐age,	  

total)	  radiation	  momentum	  output	  −	  due	  to	  

wind-‐luminosity	  relation	  (Kudritzi+	  1999,	  Repolust+	  2004)	  

•  Implication:	  winds	  just	  add	  a	  little	  to	  radiation	  

unless	  ftrap,wind	  >>	  ftrap,rad	  	  



Observational	  Diagnosis	  

•  Can	  estimate	  pressure	  of	  shocked	  stellar	  wind	  gas	  
via	  x-‐ray	  observations	  

•  If	  shocked	  gas	  is	  trapped,	  PX	  >>	  PHII	  (Castor+	  1975)	  
•  Observed	  LX	  implies	  wind	  is	  not	  trapped:	  PX	  <<	  PHII	  

(Harper-‐Clark	  &	  Murray	  2009;	  Lopez+	  2011;	  Yeh	  &	  Matzner	  2012)	  

The Astrophysical Journal, 731:91 (15pp), 2011 April 20 Lopez et al.
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Figure 12. Maps of the four pressure components across 30 Doradus. All four are on the same color scale to enable visual comparison. Consistent with Figure 11, Pdir
dominates in the central few arcminutes, while the PH ii dominates at larger distances from R136.

the hot gas. For this discussion, we will consider stellar winds
only and ignore the contribution by SNe; this assumption is
reasonable given that the mechanical energy of one SN is on
the order of the amount injected by winds over a single massive
star’s lifetime (Castor et al. 1975). This assumption is valid at
the 0.5 Z! of the LMC: simulations of a 5.5 × 104 M! star
cluster in Starburst99 (Leitherer et al. 1999) showed that the
total wind luminosity decreased by roughly a factor of two from
the solar to half-solar metallicity case.

There are several competing theoretical models to account for
the X-ray luminosity in bubbles and superbubbles. The models
of Castor et al. (1975) and Weaver et al. (1977) assume that
the shock-heated gas is completely confined by a cool shell
expanding into a uniform density ISM. An alternative theory
proposed by Chevalier & Clegg (1985) ignores the surrounding
ISM and employs a steady-state, free-flowing wind. Recently,
Harper-Clark & Murray (2009) introduced an intermediate
model between these two, whereby the ambient ISM is non-
uniform. In this case, only some of the hot gas can escape freely
through the holes in the shell.

The fraction of hot gas confined by the shell directly deter-
mines the hot gas pressure on the shell as well as the X-ray
luminosity within the bubble. If the shell is very porous, the
shock-heated gas will escape easily, the wind energy will be
lost from the bubble, and the associated pressure and luminosity
will be low. By comparison, a more uniform shell will trap the
hot gas, retain the wind energy within the bubble, and the corre-
sponding X-ray pressure and luminosity will be much greater.
As such, in the latter case, the shocked winds could have a sig-
nificant role in the dynamics of the H ii region. We note that the
warm gas is not able to leak similarly because its sound speed
is less than the velocities of the shells (20–200 km−1; Chu &
Kennicutt 1994).

To assess whether the hot gas is trapped inside the shell and
is dynamically important, we measure the ratio of the hot gas
pressure to the direct radiation pressure, ftrap,X = PX/Pdir, and
compare it to what ftrap,X would be if all the wind energy was
confined. We can calculate the trapped-wind value using the
wind-luminosity relation (Kudritzki et al. 1999; Repolust et al.
2004), which indicates that the momentum flux carried by winds
from a star cluster is about half that carried by the radiation field
if the cluster samples the entire IMF. Written quantitatively,
0.5 Lbol/c = Ṁwvw, where Ṁw is the mass flux from the winds
that launched at a velocity vw. The mechanical energy loss Lw
of the winds is then given by

Lw = 1
2
Ṁwv2

w = L2
bol

8Ṁwc2
, (8)

and the mechanical energy of the winds is simply Ew = Lwt ,

where t is the time since the winds were launched. Putting these
relations together, the trapped X-ray gas pressure PX,T is

PX,T = 2Ew

3VH ii
= L2

bolt

16πṀwc2R3
H ii

, (9)

where VH ii is the volume of the H ii region.
Given that Pdir = Lbol/(4πR2

H iic), then ftrap,X is

ftrap,X = Lbolt

4ṀwcRH ii
= Lbol

4Ṁwcvsh
, (10)

where we have set RH ii/t = vsh, the velocity of the expanding
shell. Finally, we put Ṁw in terms of Lbol and vw, so that
Equation (10) reduces to

ftrap,X = vw

2vsh
. (11)

We use the above equation to obtain an order-of-magnitude
estimate of ftrap,X if all the wind energy is confined by the
shell. We assume a wind velocity vw ∼ 1000 km s−1 (the
escape velocity from an O6 V star; a reasonable order-of-
magnitude estimate, since O3 stellar winds are faster and WR
winds would be slower than this value). If we set vsh ∼
25 km s−1 (the expansion velocity over 30 Doradus given by
optical spectroscopy; Chu & Kennicutt 1994), then ftrap,X ∼ 20.

We can compare this ftrap,X to our observed values for the
regions closest to the shell (the ones along the rim of our 441
squares in Figure 5); Figure 13 shows the histogram of our
observed ftrap,X values. We find a mean and median ftrap,X of
0.30 and 0.27, respectively, for our outermost regions. Over
30 Doradus, the highest values of ftrap,X are near the SNR N157B
in the southwest corner of 30 Doradus (see Figure 14), where
the hot gas is being generated and has not had time to vent.
Other locations where ftrap,X is elevated are regions with strong
X-ray emission and weak Hα emission. Morphologically, these
areas could be where the hot gas is blowing out the 30 Doradus
shell.

The observed ftrap,X values are 1–2 orders of magnitude
below what they would be if the wind was fully confined. As
a consequence, we find that PX of our regions is too low to be
completely trapped in the H ii region (the Castor et al. model),
and the X-ray gas must be leaking through pores in the shell.
This result is consistent with the Harper-Clark & Murray model
of partial confinement of the hot gas, and the weakness of PX
relative to Pdir suggests that the hot gas does not play a significant
role in the dynamics of the H ii region.

We note here that our rim regions in this analysis are
∼70–130 pc from R136, which is less than the estimated radius
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Supernovae	  
•  To	  compute	  budget,	  let	  q(m,t)	  =	  E0	  δ(t-‐tl(m)),	  
E0	  ≈	  1051	  erg,	  for	  all	  stars	  above	  mass	  mmin:	  

•  Result:	  

�
ESN

M

�
= E0

� ∞

mmin

ξ d lnm = E0

�
NSN

M

�

�
NSN

M

�
= 0.011M−1

⊙
�
ESN

M

�
= 1.1× 1049 ergM−1

⊙ = 6.1× 10−6c2

�pSN
M

�
=

2

vej

�
ESN

M

�
= 55

�
104 km s−1

vej

�
km s−1



Supernovae	  vs.	  Winds,	  Radiation	  

•  Compared	  to	  radiation,	  SN	  have	  ~100	  ×	  less	  
energy,	  ~6	  ×	  less	  momentum	  

•  Compared	  to	  winds,	  SN	  have	  ~5	  ×	  more	  
energy,	  ~2	  ×	  less	  momentum	  

•  So	  why	  are	  SN	  potentially	  so	  important?	  
•  Answer:	  because	  while	  radiation,	  winds	  are	  
close	  to	  momentum-‐conserving,	  SNe	  are	  
much	  closer	  to	  energy-‐conserving!	  



Why	  Are	  SNe	  Energy-‐Conserving?	  

Radiative	  cooling	  rate	  for	  solar	  metallicity	  gas	  (lower	  
curve)	  in	  collisional	  ionization	  equilibrium	  (Dere+	  2009)	  

•  Post-‐shock	  temp.	  
for	  SN	  ejecta	  
moving	  at	  104	  km	  
s−1	  is	  ~1010	  K	  

•  Cooling	  time	  tcool	  
~	  nkT	  /	  Λn2	  ~	  60	  
Myr	  (n/cm−3)−1	  

•  Time	  to	  escape	  
galaxy	  tesc	  at	  104	  
km	  s−1	  is	  <<	  1	  Myr	  

•  tcool	  >>	  tesc	  initial	  
expansion	  is	  
adiabatic	  



Sedov-‐Taylor	  Expansion	  
•  During	  energy-‐conserving	  phase,	  SN	  blast	  
follows	  Sedov-‐Taylor	  (ST)	  similarity	  solution	  

•  Radiation	  rate	  is	  
•  Energy	  conserving-‐phase	  ends	  when	  at	  time	  
trad	  defined	  by	   	   	   	   	   	  	  	  	  	  
(NB:	  see	  Thornton	  et	  al.	  1998	  for	   	   	   	   	   	  	  	  	  	  	  
much	  more	  accurate	  calculation)	  

Rs(t) = 1.2

�
E0

ρ0
t2
�1/5

Ts(t) =
µRs(t)2

kBt2

x =
r

Rs
ρ(r) = ρ0f(x) T = Tsj(x)

� trad

0

dE

dt
dt� ∼ E0

dE

dt
=

� Rs

0
4πr2Λn2 dr



Momentum	  Budget	  
•  Initial	  momentum	  pi	  =	  2E0	  /	  vej	  ≈	  104	  M¤	  km	  s−1	  
•  At	  trad,	  
•  Numerical	  evaluation:	  

	  

prad = (4π/3)ρ0R3
sṘs|trad

trad = 49E0.22
51 n−0.55

0 kyr

Rs(trad) = 24E0.29
51 n−0.42

0 pc

Ṙs(trad) = 190E0.07
51 n−0.13

0 km s−1

prad = 3.6× 105E0.94
51 n−0.39

0 M⊙ km s−1

1 + ftrap =
prad
pi

= 36E−0.06
51 n−0.39

0



Implications	  
•  SN	  can	  dominate	  momentum	  budget	  if	  n0	  is	  
small	  enough	  è	  other	  feedbacks	  critical	  

•  Hard	  to	  simulate:	  must	  include	  FB	  that	  lowers	  
n0	  before	  SN,	  and	  resolve	  ST	  phase	  

Below:	  two	  simulations	  w/strong,	  weak	  SNe	  (Dobbs+	  2011)	  



“Metallicity	  Feedback”	  
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map, while the ordinate is chiefly Hα. The small extinction
correction derived from the 24 µm data has a negligible effect
on the correlation. Also note that because we correct for dust
temperature when deriving the dust surface density, Σmol should,
in principle, also be independent of heating effects.

The molecular gas depletion time depends on the scale con-
sidered (Figure 2). On the smallest scales considered, r ∼ 12 pc,
the depletion time in the molecular gas is log[τmol

dep /(1 Gyr)] ∼
0.9 ± 0.6 (τmol

dep ∼ 7.5 Gyr with a factor of 3.5 uncertainty af-
ter accounting for observed scatter and systematics involved in
producing the H2 map as well as the geometry of the source).
As mentioned in the previous section, τmol

dep shortens when con-
sidering larger spatial scales due to the fact that the Hα and H2
distributions differ in detail, but are well correlated on scales of
hundreds of parsecs (Figure 1). On size scales of r ∼ 200 pc
(red squares in Figure 2), corresponding to very good resolu-
tion for most studies of galaxies beyond the Local Group, the
molecular depletion time is log[τmol

dep /(1 Gyr)] ∼ 0.2 ± 0.3, or
τmol

dep ≈ 1.6 Gyr. The depletion time on r ∼ 1 kpc scales (black
circles in Figure 2), corresponding to the typical resolution of
extragalactic studies, stays constant for the central regions of
our map (where the smoothing can be accurately performed),
log[τmol

dep /(1 Gyr)] ∼ 0.2±0.2. Thus, our results converge on the
scales typically probed by extragalactic studies. This constancy
reflects the spatial scales over which Hα and molecular gas are
well correlated. Although the precise values differ, a very similar
trend for τmol

dep as a function of spatial scale is observed in M 33
(Schruba et al. 2010). The further reduction of the depletion time
when considering the entire galaxy (τmol

dep ≈ 0.6 Gyr) reflects the
contribution from a component of extended Hα emission, which
is filtered out in the calibration of the SFR indicator (Calzetti
et al. 2007; Rahman et al. 2011). The SMC is on the high end
of the observed distribution of values for the fraction of diffuse
Hα, but fractions of 40%–50% are common in galaxies (e.g.,
Hoopes et al. 1999).

Within the uncertainties, our results are not significantly
different from the mean H2 depletion time obtained in studies
of molecule-rich late-type disks on 750 pc to 1 kpc spatial
scales, where τmol

dep ∼ 2.0 ± 0.8 Gyr averaged over regions with
molecular emission (SFE ≈ 5% within 0.1 Gyr; Bigiel et al.
2008, 2011; Leroy et al. 2008). This is the methodology used in
resolved studies of τmol

dep in more distant galaxies, and our results
are directly comparable.

This contrasts sharply with the results using the CO map
(black contours) obtained by the NANTEN telescope (Mizuno
et al. 2001), using a Galactic CO-to-H2 conversion (the as-
sumption in many extragalactic studies). The CO distribution is
offset by a factor of ∼40 from the H2 distribution. This offset
corresponds to the most common αCO implied by our dust-map,
αCO ≈ 185 M# (K km s−1 pc2)−1 (very similar to the global
αCO). Both values of αCO are broadly consistent with CO-to-H2
conversion factors obtained by previous dust continuum mod-
eling and virial mass techniques on large scales (Rubio et al.
1993; Israel 1997; Leroy et al. 2007a, 2011), though factors of
two to three discrepancy persist from study to study. They dif-
fer, however, from estimates based on small-scale virial masses
toward the CO-bright peaks, which tend to obtain values of αCO
closer to Galactic (Israel et al. 2003; Blitz et al. 2007; Bolatto
et al. 2008; Müller et al. 2010). This discrepancy between CO-
to-H2 conversion factor on the large and on the small scales can
be understood in terms of the existence and mass dominance of
large molecular envelopes poor in CO. Such envelopes are ex-
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Figure 3. Total gas star formation law in the SMC. The gray scale shows the
two-dimensional distribution of the correlation between ΣSFR and Σgas, where
Σgas is the surface density of atomic plus molecular gas corrected by helium. The
white contours indicate the correlation due to atomic gas alone, which dominates
the gas mass (and Σgas) in the SMC. The contour levels, and the dotted lines
indicating constant τ

gas
dep , are at the same values as in Figure 2. The dash-dotted,

dashed, and solid lines indicate the loci of the model by Krumholz et al. (2009c,
KMT09) for clumping factor by metallicity products cZ = 5, 1, and 0.2,
respectively. The first two bracket the behavior of most galaxies observed at
750 pc resolution (see KMT09, Figure 1), while cZ = 0.2 would be the value
expected for the SMC with unity clumping factor (a reasonable assumption
for the spatial resolution of the observations presented here, r ∼ 12 pc).
Note that the surface density at which H i starts to saturate in the SMC is
ΣH i ∼ 50 M# pc−2 (the typical surface density is ΣH i ∼ 85 M# pc−2 at the full
resolution of the H i data), considerably larger than the typical value in normal
metallicity galaxies where ΣH i ! 10 M# pc−2 (Bigiel et al. 2008, 2011). As a
consequence any use of a “standard” total-gas–star-formation correlation for the
SMC would dramatically underpredict total gas surface densities, or overpredict
star formation activity. This is not true for molecular gas, as we discuss in the
previous figure.

pected at all metallicities (Glover & Mac Low 2011), and at the
low metallicity of the SMC they likely constitute the dominant
reservoir of molecular gas (Wolfire et al. 2010).

3.3. Relation between Total Gas and Star Formation

Figure 3 shows the total gas star formation law for the
SMC, the relation between ΣSFR and total (H i + H2) gas
surface density Σgas, as well as ΣSFR versus ΣH i (which is
almost the same, as atomic gas dominates). This relationship
may be more complex than the molecular star formation law,
resulting from a combination of phase balance in the ISM and
the relative efficiencies of different types of gas at forming
stars. Using a power-law ordinary least-squares bisector fit
we find that log(ΣSFR) = (2.2 ± 0.1) log(Σgas) + (−6.5 ± 0.1)
for Σgas > 10 M# pc−2 at the full spatial resolution of the
observations. This is very similar to the typical 1 + p ≈ 2 slope
measured for this relation in H i-dominated regions of galaxies
(Bigiel et al. 2010b), or the typical power-law index of the ΣSFR
to ΣH i relation observed in faint dwarfs by Roychowdhury et al.
(2009).

Thus, the relation between ΣSFR and Σgas is steep in the
SMC, and similar to ΣSFR versus Σgas at low surface density
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Figure 8. Sampling data for all seven spiral galaxies plotted together. Top left: ΣSFR vs. ΣHI; top right: ΣSFR vs. ΣH2; middle right: ΣSFR vs. Σgas. The bottom-left and
right panels show ΣSFR vs. Σgas using Hα and a combination of Hα and 24 µm emission as SF tracers, respectively (for a subsample of six spirals). The sensitivity
limit of each SF tracer is indicated by a horizontal dotted line. The black contour in the bottom panels corresponds to the orange contour in the middle-right panel and
is shown for comparison. The vertical dashed lines indicate the value at which ΣHI saturates and the vertical dotted lines (top-right and middle-left panels) represent
the sensitivity limit of the CO data. The diagonal dotted lines and all other plot parameters are the same as in Figure 4. The middle-left panel shows histograms of the
distributions of H i and H2 surface densities (normalized to the total number of sampling points above the respective sensitivity limit) in the sample.

Bigiel+	  2008	  

10	  M
¤ 	  pc

−2	  

•  Metallicity	  changes	  SF	  law,	  and	  stars	  produce	  metals	  
•  Effect	  non-‐negligible	  in	  dwarfs	  and	  in	  early	  universe,	  

because	  tSF	  >	  tH	  	  



SF	  Laws	  in	  High-‐z	  Galaxies	  
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Figure 2. Gas metallicity (top), the stellar mass (middle), and the radiation
field (bottom) of fully resolved model galaxies vs. their star formation rate. The
error bars on the metallicity and radiation field points show the 10%–90% range
of these properties measured in the individual galaxies. The sets of colored
points correspond to the three redshifts in the simulation that cover the range of
redshifts probed by the observed systems of Wolfe & Chen (2006). Black filled
circles, crosses, and open squares are the observational measurements for LBG
galaxies from Mannucci et al. (2009), Erb et al. (2006), and Pettini et al. (2001),
respectively. Black squares are measurements for GRB host galaxies from Chen
et al. (2009).

but in agreement with the typical radiation fields measured in
high-redshift galaxies (Chen et al. 2009).

3.2. The Kennicutt–Schmidt Relation at High Redshifts

Figure 3 shows the KS relation between star formation and
gas surface densities at z = 3 for galaxies formed in our
cosmological simulations. The SFR is averaged over 20 Myr,
and the gas and SFR surface densities are measured on the
scale of 500 pc. We have verified that our results are robust to
changes in the averaging scale (as long as the scale is !200 pc)
and the period of time over which the star formation rate is
averaged (for time intervals smaller than 30 Myr). The figure
shows that the predicted KS relation for the z = 3 galaxies is
significantly steeper than the relation for z = 0 galaxies (the
Kennicutt 1998 fit to local galaxies is shown by the dashed

Figure 3. KS relation for the simulated galaxies at z = 3 (red): the solid line
shows the mean relation, while the hatched band shows the rms scatter around
the mean. The total surface density ΣH ≡ ΣH i + ΣH2 takes into account only
neutral gas. The dotted and short-dashed lines show the mean KS relations
for the atomic and molecular hydrogen, respectively. A solid blue line shows
the mean relation only for gas with metallicities below 0.1 Z", which more
closely corresponds to the range of observed metallicities in the DLAs. The
long-dashed line is the best-fit relation of Kennicutt (1998) for z ≈ 0 galaxies.
The gray shaded area shows the measurements of the KS relation in LBGs
(M. Rafelski et al. 2010, in preparation). The solid circle at high gas surface
density shows measurements of SFR and molecular gas surface densities for
the lensed z ≈ 3 LBG cB58 (Baker et al. 2004a). Solid squares and triangles
show observational upper limits for the z ≈ 3 DLA systems from Wolfe &
Chen (2006), assuming two geometrical models for the atomic gas distribution
in the DLA systems (squares: uniform disks; triangles: isolated clouds). The
three different points of each type correspond to the three representative choices
of the smoothing angular scale in Table 1 of Wolfe & Chen (2006). Error bars
on the triangles reflect the current uncertainty in the high-end slope of the DLA
column density distribution.

line) at ΣH " 100 M" pc−2 and its amplitude is an order of
magnitude lower than the amplitude of the Kennicutt (1998)
fit at ΣH " 50 M" pc−2. The corresponding ΣSFR–ΣH2 and
ΣSFR–ΣH i correlations in Figure 3 show that the steep ΣSFR–ΣH
relation is due to the rapidly decreasing ratio of molecular
to atomic gas, ΣH2/ΣH i, at ΣH " 100 M" pc−2. Likewise,
the surface density at which H i surface density saturates is
≈50 M" pc−2, considerably larger value than saturation surface
density observed for local galaxies (e.g., Wong & Blitz 2002).

The predicted KS relation for z ∼ 3 galaxies is consistent
with the recent measurements of star formation densities in
LBGs by M. Rafelski et al. (2010, in preparation), which are
shown as a gray band in Figure 3, and are complemented by the
measurement of ΣSFR and ΣH for the lensed z ≈ 3 LBG cB58
(Baker et al. 2004a) at high gas surface density.

Our simulations are also consistent with the upper limits
on star formation surface density in the z ≈ 3 DLA systems
obtained by Wolfe & Chen (2006), which are shown in Figure 3
with solid triangles and squares. The three different points of
each point type correspond to the three representative choices of
the smoothing angular scale in Table 1 of Wolfe & Chen (2006).
Solid squares show the original limits of Wolfe & Chen (2006).
However, these limits were derived assuming a specific model
of “monolithic” gaseous disks for DLA systems. This model
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Figure 8. The evolutions of the gas metallicity and stellar mass, and the star
formation histories. In each of the panels, the dashed line represents DnoH2
and the solid line represents DH2. The top panel shows the mean gas-phase
metallicity for the largest progenitor of final galaxy. The middle and bottom
panels show the star formation histories. In these two plots, all star particles
within the galaxy at z = 0 are included. The middle panel shows the cumu-
lative star formation histories (stellar mass formed as a function of time).
The bottom panel shows the SFRs over time. There is a very slight decrease
in star formation in DH2 prior to z = 4. In general, though, the star forma-
tion rates track together with the slightly higher rates in DH2 reflecting the
greater disk mass.

In order to compare the distribution of stars and star forma-
tion in the two galaxies at z = 0, we used SUNRISE to determine
the radially-binned B-V colors for the galaxies when oriented face-
on (Figure 10). Overlaid on the plot are vertical lines representing
the locations of r25. DH2 had much more spatially extended star
formation, as can seen by the blue colors that extend out to sev-
eral kpc in radii. This extended star formation is evident in a larger
stellar disk, characterized by the greater value of r25. This distribu-
tion of colors is consistent with observations of the color profiles of
dwarf irregular galaxies in van Zee (2000). In contrast, DnoH2 is
distinctly blue at the center and surrounded by a dim, redder pop-
ulation. This color profile indicates that the small amount of star
formation at z = 0 was extremely concentrated at the center of the
galaxy. Therefore, the addition of H2 resulted not only in galaxies

Figure 9. B-V color versus B-band magnitude for the simulated galaxies
overlaid on observations of field dwarfs from van Zee (2000) (grey aster-
isk). The diamond represents DnoH2 and the square represents DH2. The
inclusion of H2 resulted in the dwarf galaxy being brighter and bluer, indi-
cating a greater amount of on-going star formation.

Figure 10. Color as a function of radius for DnoH2 (dashed line) and DH2
(solid line). The vertical lines represent r25 for each galaxy. The bluer col-
ors at the optical radii in DH2 indicate on-going star formation throughout
a larger area of the disk.

with greater amounts of star formation at z = 0, but also caused star
formation to occur over a larger extent.

3.6 Kennicutt-Schmidt Relation

Based on the changes to the star formation caused by the inclu-
sion of H2, it is important to compare the star formation laws in
both simulated galaxies to the observed K-S relation. The K-S re-
lation has been observed both as the global K-S relation on galaxy
wide scales (Kennicutt 1998) and as the resolved K-S relation on
hundred-parsec scales (Bigiel et al. 2008). The existence of a global
K-S relation implies a consistent relationship between star forma-
tion and gas surface density when averaged over the entire disk of
the galaxy. On the sub-kpc scale, the correlation requires this re-
lationship hold even as smaller star-forming regions begin to be
resolved.

Star formation recipes in simulations that are based on the
free-fall time, as ours is, imply a K-S relation for gas above the star
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Figure 9. As Fig. 5, but comparing the SFHs for the reference model
(black, solid), which uses a fixed threshold density for SF, to that of model
SFTHRESZ (red, dashed), for which the SF threshold decreases with metal-
licity as predicted by Schaye (2004). The threshold densities in the two
models agree for a metallicity of 0.1 Z!. Both simulations use a 25 h−1 Mpc
box and 2 × 5123 particles. At very high redshift, the metallicity is low and
the total SFR is smaller for SFTHRESZ because it has a higher threshold
density at this point. Below z = 6 the situation is reversed, but the differ-
ence between the SFHs is very small, suggesting that the cosmic SFR is
dominated by galaxies that are able to regulate their SFRs.

z < 6 the SFR is slightly higher than in the REF model, which
indicates that the metallicity of the star-forming gas is typically
higher than 0.1 Z!, but the effect is marginal. Apparently, after
a brief period in which the SFR is dominated by haloes that are
just resolved and therefore just starting to form stars, the predicted
SFRs become insensitive to the SF threshold. This suggests that
the galaxies are able to regulate their SFRs. We will provide more
evidence for this below.

4.5.2 The Kennicutt–Schmidt star formation law

As discussed in Section 3.1.3, gas on the effective EOS is al-
lowed to form stars at a pressure-dependent rate that reproduces
the observed Kennicutt–Schmidt law (Kennicutt 1998), !̇∗ =
A(!g/1 M! pc−2)n, with A = 1.515 × 10−4 M! yr−1 kpc−2 and
n = 1.4. The normalization (A) and slope (n) are constrained by
observations, but remain controversial (e.g. Blanc et al. 2009). To
develop an understanding of the physical role of the SF law, we
have carried out one run with a different slope and two with differ-
ent amplitudes.

Fig. 10 compares a run with n = 1.75 (model SFSLOPE1p75;
red, dashed) with our reference model, which uses n = 1.4. The
SF laws are in both cases normalized at !g = 1 M! pc−2, which
is below the threshold and hence implies that the SFR is higher for
all densities in the run with the steeper slope SF law. For z > 6,
the cosmic SFR is indeed higher in the run with n = 1.75. This is
expected because at these high redshifts, the SFR is dominated by
haloes that are just resolved and therefore just starting to form stars.
These galaxies have not yet had time to become self-regulating,
and their SFRs are inversely proportional to the gas consumption
time-scales implied by the SF law.

Below z = 6, however, the SFRs in the two runs are nearly indis-
tinguishable. This strongly suggests that the galaxies are regulating
their SFRs such that they produce the same number of stars, and thus

Figure 10. As Fig. 5, but comparing the SFHs for models with varying
Kennicutt–Schmidt SF laws. Model SFSLOPE1p75 (red, dashed) assumes
a power-law slope n = 1.75 whereas the other models use our fiducial
value n = 1.4. For models SFAMPLx3 (blue, dot–dashed) and SFAMPLx6
(olive, dotted) the amplitude of the SF law has been multiplied by factors
of 3 and 6, respectively. All simulations use a 25 h−1 Mpc box and 2 ×
5123 particles. At very high redshift, when the SFR in the simulations is
dominated by poorly resolved haloes, a more efficient SF law yields a higher
SFR. After this initial phase the SFH is insensitive to the assumed SF law,
which suggests that it is dominated by galaxies that are able to regulate their
SFRs.

the same amount of SN energy, irrespective of the gas consumption
time-scale. If a galaxy of a given halo mass, and hence with a fixed
accretion rate, injects too little SN energy for a galactic outflow
to balance the accretion rate, then the gas fraction, and hence the
SFR, will increase. If, on the other hand, the SN rate is higher than
required to balance the infall, then the gas fraction, and thus the
SFR, will decrease. We thus expect that when the SF efficiency is
changed, the galaxies will adjust their gas fractions so as to keep
their SFR fixed. In Haas et al. (in preparation), we show that this is
indeed what happens.

Finally, Fig. 10 shows that models in which the amplitude of
the SF law is multiplied by factors of 3 (SFAMPLx3; blue, dot–
dashed) and 6 (SFAMPLx6; olive, dotted), respectively, show the
same behaviour. Initially, the SFR increases with A, but the SFR
then quickly asymptotes to a fixed SFH. Observe that the two runs
with higher amplitudes converge to a common evolution before the
reference model joins them. This is because galaxies can regulate
their SF more quickly if the SF efficiency is higher. Apparently,
the cosmic SFR in the reference model only becomes dominated
by self-regulated galaxies by z = 6. Note that higher resolution
simulations may well find that self-regulation dominates already at
higher redshifts because they can resolve SF in the progenitors of
our lowest mass galaxies.

4.6 Intermediate-mass stars

Previous numerical studies of the cosmic SFH have mostly used the
instantaneous recycling approximation (but see e.g. Oppenheimer
& Davé 2008; Crain et al. 2009), which means that star particles
eject all the products of stellar evolution immediately following
their formation. Moreover, individual elements are typically not
tracked. Instead, each gas element carries only a single metallicity
variable and relative abundances are assumed to be solar. Further-
more, such simulations neglect mass loss, i.e. star particles change
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Implications	  

•  Metallicity-‐dependent	  star	  formation	  makes	  

no	  difference	  in	  MW-‐sized	  galaxies,	  but	  

makes	  a	  large	  difference	  at	  SMC	  scales	  

•  Metal	  ejection,	  IGM	  mixing,	  re-‐accretion	  

make	  a	  big	  difference;	  this	  needs	  numerical	  

work	  


