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Why	
  the	
  IMF	
  Matters	
  

•  Nearly	
  all	
  extragalactic	
  measurements	
  (e.g.	
  

masses,	
  SFRs)	
  implicitly	
  assume	
  an	
  IMF	
  

•  IMF	
  determines	
  strength	
  of	
  stellar	
  feedback	
  

•  IMF	
  determines	
  element	
  production	
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Figure 3
The derived present-day mass function of a sample of young star-forming regions (Section 2.3), open clusters spanning a large age
range (Section 2.2), and old globular clusters (Section 4.2.1) from the compilation of G. de Marchi, F. Parsesce, and S. Portegies Zwart
(submitted). Additionally, we show the inferred field star initial mass function (IMF) (Section 2.1). The gray dashed lines represent
“tapered power-law” fits to the data (Equation 6). The black arrows show the characteristic mass of each fit (mp), the dotted line indicates
the mean characteristic mass of the clusters in each panel, and the shaded region shows the standard deviation of the characteristic
masses in that panel (the field star IMF is not included in the calculation of the mean/standard deviation). The observations are
consistent with a single underlying IMF, although the scatter at and below the stellar/substellar boundary clearly calls for further study.
The shift of the globular clusters characteristic mass to higher masses is expected from considerations of dynamical evolution.

2008; Kruijssen 2009). Hence, there is an expected, and observed, correlation of mp with the cluster
relaxation time (G. de Marchi, F. Paresce, and S. Portegies Zwart, submitted).

2.3. Young Clusters and Associations
2.3.1. Primordial and dynamical mass segregation. An additional complication in IMF studies
comes from the spatial distribution of stars within a cluster or association. The most massive stars
in large, young clusters are often located in a cluster’s innermost regions. This phenomenon is

www.annualreviews.org • Initial Mass Function Variations? 351

A
nn

u.
 R

ev
. A

st
ro

. A
st

ro
ph

ys
. 2

01
0.

48
:3

39
-3

89
. D

ow
nl

oa
de

d 
fr

om
 w

w
w

.a
nn

ua
lre

vi
ew

s.o
rg

by
 U

ni
ve

rs
ity

 o
f C

al
ifo

rn
ia

 - 
Sa

nt
a 

C
ru

z 
on

 0
1/

22
/1

1.
 F

or
 p

er
so

na
l u

se
 o

nl
y.

Bastian+	
  2010	
  



IMFs	
  in	
  Magellanic	
  Clouds	
  
176 SABBI ET AL. Vol. 135

(a)

(b)

(c)

Figure 3. PDMF of NGC 346 in the mass range between 0.8 and 60 M!. Panel
(a) shows the derived PDMF before removing the contributions from the old
star cluster BS90 and the field of the SMC; panel (b) shows the PDMF after the
correction for the cluster BS90; and panel (c) the “true” PDMF of NGC 346,
after the subtraction of BS90 and the field of the SMC. Open triangles represent
the IMF as derived by Massey et al. (1989).

The resulting PDMF reflects the composite stellar population
in this region. In order to derive the “true” PDMF for the NGC
346 cluster, we need to account for the contamination of the old
cluster BS90 and of the SMC field.

The BS90 old cluster. We used the King model that best fits
the stellar density profile of BS90 (S07) to determine, at
each spatial position, the expected stellar contribution from
BS90. We selected the stars that lie within 20 arcsec from
the projected center of gravity of BS90 as representative of
the old cluster stellar population. We then scaled the number
of stars to the estimated stellar density, and removed them
from our PDMF. We found that ≈11% of the stars are likely
to belong to BS90. Figure 3(b) shows the PDMF after the
subtraction of the contribution from BS90.
The SMC field. We used a SMC field (αJ2000 =
00h58m42.s5, δJ2000 = −72◦19′46′′), located at a projected
distance of ∼ 163 pc from NGC 346, observed with the
WFC in the same filters, to remove the contribution of the
SMC stellar population from our data. This contribution
is important, given that the surface stellar density in this
region is ∼ 9.8 stars pc−2. As we did for NGC 346, we
counted the number of stars lying within two evolutionary
tracks, normalized to the logarithmic width of the mass
range spanned by the tracks and to the area of the observed
region, and then we applied the appropriate completeness
factor. Then, for each mass bin, we subtracted the estimated
number of stars belonging to the field from the PDMF of
NGC 346. From the comparison between the reference field
and the NGC 346 region, we can conclude that in NGC 346
region about 54% of the stars below 12 M! belong to the
SMC field.

The final PDMF of NGC 346, after the subtraction of the
SMC field and BS90, is shown in Figure 3(c). A weighted

least-mean-square fit of the data indicates that, between 0.8 and
60 M!, the slope of the NGC 346 PDMF is Γ = −1.43 ± 0.18,
in good agreement with the value derived by Salpeter for the
IMF of the solar neighborhood. Furthermore, we note that, as
already derived by Massey et al. (1989), the PDMF is quite steep
above 5 M! (we derive a slope Γ = 1.87 ± 0.41), and becomes
flatter below this value of mass.

Some uncertainties still affect the derived slope of the PDMF.
1. As Massey et al. (1995) have shown, optical and near-UV

colors only sample the low-frequency tail of the spectral
energy distribution of the most massive and hot stars; as a
consequence, optical photometry is not adequate to estimate
the PDMF of massive stars, and spectroscopy is necessary.
In Figure 3(c) we have compared our derived PDMF with
that published by Massey et al. (1989) (open triangles):
we found a very good agreement in the overlapping range
of masses below 20 M!. As expected, on the basis of
photometry alone, we underestimate the masses of the most
massive stars.

2. The PDMF presented does not take into account uncertain-
ties due to unresolved binary systems, which may be impor-
tant. In the Orion Nebula Cluster, for example, each massive
star has, on average, 1.5 companions (Priebisch et al. 1999).
Sagar & Richtler (1991) estimated that, if each star in the
mass range 2–14 M! has one companion, the average IMF
slope they derived for five young clusters in the LMC would
change from Γ = −1.3 to −1.7. This correction, however,
depends on the distribution of the companions, which is
not yet well known (Priebisch et al. 1999; Duchêne et al.
2001). A spectroscopic survey of NGC 346, carried out
with the Fiber Large Array Multi-Element Spectrograph
(FLAMES) instrument at the Very Large Telescope (VLT),
indicates a binary fraction of ≈26% for the most massive
stars (5 ! M ! 60 M!, Evans et al. 2006).

3. The derivation of the PDMF requires an accurate knowledge
of the amount of extinction. The foreground extinction to
the SMC is low, and the only appreciable presence of gas
and dust along the line of sight of NGC 346 is likely
associated with the star-forming region itself. A visual
inspection of the region shows that dust and gas are not
uniformly distributed, but detailed reddening maps for the
region are not yet available.

4. The real slope of the MF can be altered by an inaccurate
subtraction of contaminating field stars: dust and gas, for
example, can obscure field stars, causing an over subtraction
of the low-mass stars, and a flatter MF. Local differences in
the stellar density or in the distance dispersion between the
analyzed region and the reference field may also artificially
alter the shape of the MF (see Section 4.1).

5. A major source of uncertainty comes from the pre-MS evo-
lutionary tracks, which do not yet well represent observa-
tions (see, for example, the discussions in Chabrier 2003
and Hillenbrand et al. 2007).

4.1. The Spatial Variations of the PDMF

The high spatial resolution and the depth of our photometric
data have allowed us to study in detail the spatial variations
of the PDMF within NGC 346. Already a cursory inspection
of the image shows that the brightest stars are found in the
central region. Does this imply that the most massive stars are
concentrated in the cluster center?

To answer this question, we have calculated the variation of
the mass function with projected distance from the NGC 346
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Figure 8. Mass functions for 30 Dor outside 0.6 pc in several annuli after field star subtraction, derived from the luminosity functions. The arrows indicate the 50%
completeness limit. Dotted line histograms show the mass functions derived from the uncorrected star counts, whereas the solid line histograms are the completeness
corrected mass function. Expected errors due to Poisson noise are indicated on the solid line histograms. A fit is made to the completeness corrected histogram,
corrected for field star contamination. The maximum mass used in the fits is 20 M!. The coefficient shown in each panel is Γ, dN/d log M ∝ MΓ. The lower right
panel shows the IMF derived by Sirianni et al. (2000) from the areas shown in Figure 2. Further, the plus symbols show the IMF derived from the NICMOS data from
the same regions as was used in the Sirianni et al. (2000) study. The 50% completeness is 2 M! for this sample, as shown by the arrow.

Table 4
The Derived Slopes (Γ, dN/d log M ∝ MΓ) of the Mass Functions Together with the Derived Uncertainties of the Slopes

Age (Myr) Annulus (pc) Mass Range (M!) Slope (Γ) Mass Range (M!) Slope (Γ)

3 0.6–1.0 8.9–20 −1.7 ± 0.3 · · · · · ·
3 1.0–2.0 8.9–20 −1.5 ± 0.1 · · · · · ·
3 2.0–3.0 8.9–20 −1.4 ± 0.2 · · · · · ·
3 3.0–5.0 1.4–20 −1.2 ± 0.1 · · · · · ·
3 5.0–7.0 0.8–20 −0.9 ± 0.1 1.4–1.7 −0.9 ± 0.2
2 3.0–5.0 1.1–20 −1.0 ± 0.1 1.1–1.7 −1.3 ± 0.3
2 5.0–7.0 0.7–20 −1.0 ± 0.1 0.7–1.7 −0.8 ± 0.2
4 3.0–5.0 1.4–20 −1.2 ± 0.1 · · · · · ·
4 5.0–7.0 1.1–20 −1.2 ± 0.1 1.1–1.6 −1.3 ± 0.4
2–4 3.0–5.0 1.4–20 −1.3 ± 0.1 · · · –
2–4 5.0–7.0 1.1–20 −1.2 ± 0.1 1.1–1.6 −1.1 ± 0.4

Note. The slope of a Salpeter IMF in these units is −1.35. All the fits were performed over the mass range indicated in the table.

IMF	
  in	
  the	
  30	
  
Doradus	
  region,	
  a	
  
starburst	
  cluster	
  
in	
  the	
  LMC	
  
(Andersen+	
  2009)	
  

IMF	
  in	
  NGC	
  346	
  in	
  
the	
  SMC,	
  at	
  1/5	
  
Solar	
  metallicity	
  
(Sabbi+	
  2008)	
  



Variation	
  (?)	
  in	
  Giant	
  Ellipticals	
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Figure 1 | Detection of theNa I doublet and theWing–Ford band. a, Spectra
in the vicinity of the l5 8,183, l5 8,195 Na I doublet for three stars from the
IRTF library12: a K0 giant, which dominates the light of old stellar populations;
an M6 dwarf, the (small) contribution of which to the integrated light is
sensitive to the form of the IMF at low masses; and an M3 giant, which has
potentially contaminating TiO spectral features in this wavelength range.
b, Averaged Keck/LRIS spectra of NGC4261, NGC4374, NGC4472 and
NGC4649 in the Virgo cluster (black line) and NGC4840, NGC4926, IC 3976
and NGC4889 in the Coma cluster (grey line). Four exposures of 180 s were
obtained for each galaxy. The one-dimensional spectra were extracted from the
reduced two-dimensional data by summing the central 40, which corresponds
to about 0.4 kpc at the distance of Virgo and about 1.8 kpc at the distance of
Coma.We found little or no dependence of the results on the choice of aperture.

Coloured lines show stellar population synthesis models for a dwarf-deficient
‘bottom-light’ IMF14, a dwarf-rich ‘bottom-heavy’ IMF with x523, and an
even more dwarf-rich IMF. The models are for an age of 10Gyr and were
smoothed to the average velocity dispersion of the galaxies. The x523 IMF
fits the spectrum remarkably well. c, Spectra and models around the dwarf-
sensitive Na I doublet. A Kroupa IMF, which is appropriate for theMilkyWay,
does not produce a sufficient number of low-mass stars to explain the strength
of the absorption. An IMF steeper than Salpeter appears to be needed.
d–f, Spectra and models near the l5 9,916 Wing–Ford band. The observed
Wing–Ford band also favours an IMF that is more abundant in low-mass stars
than the Salpeter IMF. All spectra and models were normalized by fitting low-
order polynomials (excluding the feature of interest). The polynomials were
quadratic in a, b, d and e and linear in c and f.
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Figure 2 | Constraining the IMF. a, Various stellar IMFs, ranging from a
‘bottom-light’ IMF with strongly suppressed dwarf formation14 (light blue) to
an extremely ‘bottom-heavy’ IMF with a slope x523.5. The IMFs are
normalized at 1M[, because stars of approximately one solar mass dominate
the light of elliptical galaxies. b, Comparison of predicted line Na I andWing–
Ford indices with the observed values. The indices were defined to be analogous

to those in refs 4 and 8. The Na I index has central wavelength 0.8195mm and
side bands at 0.816mm and 0.825mm. The Wing–Ford index has central
wavelength 0.992mm and side bands at 0.985mm and 0.998mm. The central
bands and side bands are all 20 Å wide. Both observed line indices are much
stronger than expected for a Kroupa IMF. The best fits are obtained for IMFs
that are slightly steeper than Salpeter.
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Spectra	
  of	
  
nearby	
  
ellipticals	
  in	
  
the	
  vicinity	
  of	
  
dwarf-­‐
sensitive	
  
features	
  

van	
  Dokkum	
  &	
  
Conroy	
  (2010)	
  



Properties	
  of	
  the	
  IMF	
  

•  MW	
  IMF	
  shows	
  a	
  peak	
  at	
  0.1	
  −	
  1	
  M¤,	
  plus	
  a	
  
powerlaw	
  w/slope	
  ~	
  −2.3	
  at	
  higher	
  masses	
  

•  LMC	
  /	
  SMC	
  data	
  indicate	
  no	
  variation	
  with	
  
density,	
  metallicity,	
  dwarf	
  vs.	
  spiral	
  

•  Evidence	
  for	
  a	
  bottom-­‐heavy	
  IMF	
  in	
  giant	
  
ellipticals,	
  but	
  only	
  from	
  integrated	
  light	
  −	
  
suggestive,	
  but	
  not	
  absolutely	
  certain	
  



The	
  Peak:	
  the	
  Usual	
  Story	
  

•  Gas	
  clouds	
  fragment	
  due	
  to	
  Jeans	
  instability	
  

•  Problem:	
  GMCs	
  have	
  T	
  ~	
  constant,	
  but	
  n	
  

varies	
  a	
  lot	
  

MJ ≈

�
c3s
G3ρ

≈ 0.4M⊙

�
T

10K

�3/2 � n

105 cm−3

�−1/2

MJ ≈

�
c3s
G3ρ

≈ 13M⊙

�
T

10K

�3/2 � n

102 cm−3

�−1/2



Isothermal	
  Gas	
  is	
  Scale	
  Free	
  

All	
  dimensionless	
  numbers	
  invariant	
  under	
  ρ→xρ,	
  	
  
L→x–1/2L,	
  B→x1/2B,	
  but	
  M→x–1/2M	
  

	
  	
  	
  	
  Non-­‐isothermality	
  required	
  to	
  explain	
  IMF	
  peak!	
  



Option	
  1:	
  Galactic	
  Properties	
  

•  GMCs	
  embedded	
  in	
  a	
  galaxy-­‐scale	
  non-­‐
isothermal	
  medium	
  

•  Set	
  IMF	
  peak	
  from	
  Jeans	
  mass	
  at	
  mean	
  
density	
  (e.g.	
  Padoan	
  &	
  Nordlund	
  2002,	
  Narayanan	
  &	
  Dave	
  2012a,b)	
  	
  

•  …	
  or	
  from	
  linewidth-­‐size	
  relation	
   	
  	
  	
  	
  	
  	
  	
  	
  	
  
σ	
  =	
  cs	
  (l /	
  ls)1/2	
  (e.g.	
  Hennebelle	
  &	
  Chabrier	
  2008,	
  2009;	
  Hopkins	
  2012)	
  



Example:	
  the	
  Sonic	
  Mass	
  
4 Hopkins

triangular matrix equation which can be solved iteratively:

f�(S0) = g1(S0) = 0 (18)

f�(S1) = g1(S1)(1−H1,1)
−1 (19)

f�(Sn)|n>1 =

g1(Sn)+ f�(Sn−1)Hn,n +
n−1�
m=1

[ f�(Sm)+ f�(Sm−1)]Hn,m

1−Hn,n

(20)

where

Hn,m =
∆S

2
g2

�
Sn, Sm +

∆S

2

�
(21)

For a linear barrier, B(S) = B0 + β S, this has a closed-form
solution:

f�(S |B = B0 +β S) = βP0(B(S) |S) =
β√
2πS

exp
�
− B

2

2S

�
(22)

Equation 14 is qualitatively similar to the governing equa-
tion for the first-crossing distribution (compare Eq. 5 in Zhang
& Hui 2006), but with some critical differences. Up to a sign,
g1(S) is identical. In the g2 term, however, there is an additional
B(S)/S in the coefficient, and P01[B(S) |B(S�)] appears instead of
P10[B(S) |B(S�)]. And of course, the integration proceeds in the op-
posite direction. These corrections result in qualitatively different
behavior. For example, for the linear barrier, the first-crossing dis-
tribution has a pre-factor B0/S instead of β; for a constant barrier
(β = 0), the first-crossing distribution is well-defined but the last-
crossing distribution vanishes because there are continued cross-
ings on all scales as S → Si.

3 THE CORE MASS FUNCTION: RIGOROUS
SOLUTIONS

We have now derived the rigorous solution for the number of bound
objects per interval in mass M, defined as the mass on the small-

est scale on which they are self-gravitating. To apply this to a
physical system, we need the collapse barrier B(S) and variance
S = σ2(R) = σ2(M). In HC08, B(S) is defined by the Jeans over-
density ρcrit(R) > (c2

s + v
2
t (R))/4πG, but the normalization of the

background density, cs, and vt is essentially arbitrary. Moreover, S

is not derived, but a simple phenomenological model is used, and
the authors avoid uncertainties related to this by dropping terms
with a derivative in S. In H11, we show how S(R) and B(S) can
be derived self-consistently on all scales for a galactic disk. For a
given turbulent power spectrum, together with the assumption that
the disk is marginally stable (Q = 1), S(R) can be calculated by
integrating the contribution from the velocity variance on all scales
R
� > R:

S(R) =

� ∞

0
σ2

k (M[k]) |W (k, R)|2 d lnk (23)

σ2
k = ln

�
1+

3
4

v
2
t (k)

c
2
s +κ2 k−2

�
(24)

where W is the window function for the density smoothing (for con-
venience, we take this to be a k-space tophat inside k < 1/R). This
is motivated by and closely related to the correlation between Mach
number and dispersion in turbulent box simulations (see Padoan
et al. 1997; Passot & Vazquez-Semadeni 1998; Federrath et al.
2008; Price et al. 2011). B(R) is properly given by

B(R) = ln
�
ρcrit

ρ0

�
+

S(R)
2

(25)
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Figure 3. Variation in the predicted CMF/last-crossing MF with model as-
sumptions. We compare the standard model from Fig. 1 (p = 2, Mh = 30).
Raising/lowering Mh substantially slows/steepens the cutoff below the
sonic mass. Assuming p = 5/3 (at fixed Mh) also slows this cutoff. These
variations have almost no effect on the high-mass slope, which is close to
Salpeter in all cases.

ρcrit

ρ0
≡ Q

2 κ̃

�
1+

h

R

��σ2
g(R)

σ2
g(h)

h

R
+ κ̃2 R

h

�
(26)

where ρ0 is the mean midplane density of the disk, κ̃= κ/Ω=
√

2
for a constant-Vc disk, and

σ2
g(R) = c

2
s + v

2
A + �v2

t (R)� (27)

The mapping between radius and mass is

M(R)≡ 4πρcrit h
3
�

R
2

2h2 +
�

1+
R

h

�
exp

�
− R

h

�
−1

�
(28)

It is easy to see that on small scales, these scalings reduce to the
Jeans criterion for a combination of thermal (cs), turbulent (vt ), and
magnetic (vA) support, with M = (4π/3)ρcrit R

3; on large scales it
becomes the Toomre criterion with M = πΣcrit R

2.
Finally, we note that because the trajectories δ(x |R) defined

above sample the Eulerian volume, the mass function is given by

dn

dM
=

ρcrit(M)
M

f�(M)
���

dS

dM

��� (29)

It is worth noting that, with S(R) and B(R) derived above,
there are only two free parameters that together completely specify
the model in dimensionless units. These are the spectral index p of
the turbulent velocity spectrum, E(k)∝ k

−p (usually in the narrow
range p ≈ 5/3− 2), and its normalization, which we parameterize
as the Mach number on large scales M2

h ≡ �v2
t (h)�/(c2

s + v
2
A). Of

course, we must specify the dimensional parameters h (or cs) and
ρ0 to give absolute units to the problem, but these simply rescale
the predicted quantities.

4 RESULTS

Using these relations, we are now in a position to calculate the last-
crossing mass function. Figure 1 shows the results of calculating
the last-crossing distribution f�(S) for typical parameters p = 2
(Burgers’ turbulence, typical of highly super-sonic turbulence) and
Mh = 30 (typical for GMCs). First, we can confirm our analytic
derivation in Eq. 14. It is easy to calculate the last-crossing distri-
bution by generating a Monte Carlo ensemble of trajectories δ(R)
in the standard manner of the excursion set formalism (beginning

c� 0000 RAS, MNRAS 000, 000–000

IMF	
  derived	
  from	
  
excursion	
  set	
  
model	
  (Hopkins	
  
2012);	
  the	
  IMF	
  
peak	
  is	
  
proportional	
  to	
  
the	
  sonic	
  mass,	
  	
  
Msonic	
  ≈	
  cs2	
  ls	
  /	
  G	
  



Problem:	
  LWS	
  Non-­‐Universal	
  

(Salpeter 1955). Massey et al. (1995) find ! ¼ "1:1#
0:1(standard deviation of the mean) for 13 OB associations.
In contrast to these slopes, molecular clouds as a whole have
a flatter distribution. Mass spectra with C of "0.6 to "0.7
have been observed for molecular clouds (see Scoville &
Sanders 1987), as well as the large clumps within clouds
(Blitz 1993; Williams, Blitz, & McKee 2000; Kramer et al.
1998). Studies of cores forming low-mass stars in Ophiuchus
reveal a steeper mass spectrum, ! ¼ "1:5 (Motte, André, &
Neri 1998; Johnstone et al. 2000), and a study in Serpens
finds ! ¼ "1:1 (Testi & Sargent 1998). These slopes begin
to resemble the slope of the IMF for massive stars, but they
mostly apply to lower mass regions where the stellar IMF
actually turns over (Scalo 1998;Meyer et al. 2000).

The cumulative mass spectrum of cores, based on the
corrected virial masses, is shown in Figure 20. The mass
spectrum is clearly incomplete below about 1000 M$. The
spectrum for Mvir % 1000M$ was fitted using least-squares
and robust estimation (Fig. 20), with resulting ! ¼ "0:91#
0:17 and ! ¼ "0:95, respectively. The mass function of
dense cores is similar to that of M*(tot) in the model of
McKee & Williams (1997). It is also within the range of the
values for the IMF of stars within OB associations (Massey
et al. 1995). The similarity of our value for C to that of the
IMF of stars within clusters suggests that the fragmentation
process keeps nearly the same mass spectrum.

Our mass spectrum is slightly steeper than found by other
studies toward high-mass star-forming regions that used

probes that trace lower densities. Kramer et al. (1998) find
! ¼ "0:6 to "0.8 for CO clumps within seven high-mass
star-forming clouds. A CS J ¼ 2 ! 1 survey toward 55
dense cores containing water masers found ! ¼ "0:6# 0:3
(Zinchenko et al. 1998).

4.5. Surface Density, Pressure, and Confinement
of UCH iiRegions

McKee & Tan (2002, 2003) have emphasized the impor-
tance of the surface density of a molecular core (which they
call a clump) in the stellar mass accretion rate (dm&=
dt / "0:75) and the time to form a star (t&f / ""0:75). Based
on the results in Paper II, they assumed" ¼ 1:0 g cm"2.

The surface density of the core can be calculated from

" ¼ MvirðRCSÞ
!R2

CS

) 0:665
Mvir=1:0* 104 M$
! "

RCS=1 pcð Þ2
g cm"2 : ð9Þ

The average over the sample with well-determined sizes is
" ¼ 0:82# 0:78 g cm"2 with a median of 0.60 g cm"2. The
median surface density corresponds to 2870 M$ pc"2. The
surface densities range from 0.07 g cm"2 (G58.78+0.06) to
4.6 g cm"2 (G20.08"0.13). While the distribution is sharply
peaked for " < 1 g cm"2, a few cores (6) have surface den-
sities greater than 2 g cm"2 (Fig. 15f ). The median surface
density would imply a decrease in the mass accretion rate
and increase in the star formation time for the accretion

Fig. 18.—Line width–size relationship using C34S line widths. The
FWHM size, RCS, is shown in the top panel, and the size at an intensity of
10 K km s"1, R10, is shown in the bottom panel. The extrapolated line
width–size relationships for low- and high-mass regions are labeled, and the
least-squares fit and robust estimation for our sample are shown.

Fig. 19.—Logarithm of IðT&
R Þ and logMvir are compared in the upper

panel and the virial mass and dust-determined mass are compared in the
lower panel. More massive cores are typically brighter in CS intensity:
log IðT&

R Þ ¼ ð"0:76# 0:11Þ þ ð0:81# 0:04Þ logMvir. The virial mass and
mass derived from dust continuum emission correlate well, but Mvir >
Mdust. The solid line in the top panel is the least-squares fit, while the solid
line in the bottom panel indicatesMvir ¼ Mdust.
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Linewidth-­‐size	
  relation	
  low	
  and	
  high	
  mass	
  star-­‐
forming	
  regions	
  (Shirley+	
  2003)	
  

…so	
  why	
  is	
  
doesn’t	
  the	
  IMF	
  
vary	
  wildly	
  
from	
  region	
  to	
  
region	
  in	
  the	
  
MW	
  and	
  the	
  
Magellanic	
  
Clouds?	
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Fig. 5. Mass spectra of protostellar objects for models R5..6k2b, model R7k2L and model R8k2L at 10%, 30% and 50% of total mass accreted
on these protostellar objects. For comparison we also show in the first row the mass spectra of the isothermal run Ik2b. Critical density nc, ratio
of accreted gas mass to total gas mass Macc/Mtot and number of protostellar objects are given in the plots. The vertical solid line shows the
position of the median mass. The dotted line has a slope of −1.3 and serves as a reference to the Salpeter value (Salpeter 1955). The dashed
line indicates the mass resolution limit.

The model R5k2b where the change in γ occurs below
the initial mean density, shows a flat distribution with only
few, but massive protostellar objects. They reach masses up to
10 M" and the minimal mass is about 0.3 M". All other mod-
els build up a power-law tail towards high masses. This is due
to protostellar accretion processes, as more and more gas gets
turned into stars (see also, Bonnell et al. 2001b; Klessen 2001;

Schmeja & Klessen 2004). The distribution becomes more
peaked for higher nc and there is a shift to lower masses. This is
already visible in the mass spectra when the protostellar objects
have only accreted 10% of the total mass. Model R8k2L has
minimal and maximal masses of 0.013 M" and 1.0 M", respec-
tively. There is a gradual shift in the median mass (as indicated
by the vertical line) from Model R5k2b, with Mmed = 2.5 M" at

Article published by EDP Sciences and available at http://www.edpsciences.org/aa or http://dx.doi.org/10.1051/0004-6361:20042178

Above:	
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  (2005);	
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  Larson	
  (2005)	
  
Left:	
  fragment	
  mass	
  distributions	
  for	
  
different	
  EOS’s	
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  Breaks	
  Isothermality?	
  

•  Dust-­‐gas	
  coupling	
  
strong	
  for	
  n	
  >~	
  
104	
  cm−3	
  

•  Accreting	
  stars	
  
very	
  bright	
  (L	
  ~	
  
100	
  L¤	
  for	
  M	
  =	
  
M¤)	
  è	
  easy	
  to	
  
heat	
  dust	
  

Temperature	
  vs.	
  radius	
  before	
  (red)	
  and	
  
after	
  (blue)	
  star	
  formation	
  begins	
  in	
  a	
  50	
  
M¤,	
  1	
  g	
  cm-­‐2	
  core	
  (Krumholz	
  2006)	
  



Radiation-­‐Hydro	
  Simulation
(Krumholz+	
  2012;	
  also	
  see	
  Bate	
  2012)	
  

Left:	
  projected	
  density;	
  right:	
  projected	
  temperature;	
  
simulation	
  also	
  includes	
  protostellar	
  outflows	
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Figure 5. Characteristic stellar mass M as a function of interstellar pressure
P, for varying parameters. The solid blue line is for the same parameters as in
Figure 4. The other lines show solutions in which one parameter is different:
n = 3 (solid purple), kρ = 1.1 or 2 (dashed and dotted red), δ = 0.1 or 0.01
(green dashed and dotted), β = 1 or 3 (red dashed and dotted), and εL = 3 or
3/16 (equivalent to multiplying ψ by 4 or 1/4 relative to the fiducial estimate;
black dashed and dotted). I use kρ = 1.1 rather than kρ = 1 because formally
the (Chakrabarti & McKee 2005) approximation becomes singular at kρ = 1;
however, numerical solutions indicate that the results are nearly the same as
for kρ = 1.1. I do not show the results of varying the geometric parameter εM

because this should not vary systematically with interstellar environment, and it
simply provides an overall scaling. Note that, as for Figure 4, the vast majority
of Galactic star formation occurs at P/kB ! 108.5 K cm−3. Also note that
model values that fall below 0.01 M" should not be taken seriously, since this
is below the estimated mass at which second collapse to stellar density occurs
(Masunaga & Inutsuka 2000).

interstellar environment—metallicity, dust properties, and de-
gree of gas concentration—change the characteristic mass very
weakly or not at all.

3. DISCUSSION AND CONCLUSIONS

The central results of this paper are Equation (18) and
Figure 4, which describe the characteristic stellar mass in terms
of the hydrogen mass multiplied by a series of dimensionless
factors. Some of these describe the geometry of the stellar
accretion flow (εL, εM ), the internal structure of protostars (Tn),
and the chemical composition of gas (µH2 , µi), and are always
∼1. Others depend on the relative strength of electromagnetic,
gravitational, and nuclear forces (α, αG); these are fundamental
constants. The result also depends on Θc, which describes the
energy scale in a stellar core in units of the Gamow energy.
This is set mostly by the properties of the deuterium plus
hydrogen fusion reaction, which also ultimately depends on
fundamental constants. Finally, the last term depends on the
interstellar pressure measured in units of the Planck pressure;
this is the only term that makes any reference to interstellar
conditions, and there with an extraordinarily weak dependence.
We can therefore understand why the characteristic stellar mass
should be invariant over such a broad range of conditions: it
is set almost entirely by fundamental constants, with an almost
vanishing dependence on interstellar conditions.

Furthermore, this result naturally explains why the stellar
mass scale is such that nuclear reactions can be ignited in stars.
Until deuterium burning begins in stellar cores, stars contract
rapidly as they gain mass, their cores heat up, and ψ becomes
a strongly increasing function of mass. During this phase, as
stars gain mass their thermal zone of influence rapidly expands,
since increasing mass also increases the energy yield from
accretion. Only once nuclear burning begins and the stellar core

temperature is stabilized does the energy yield from accretion
become roughly constant, and the zone of influence ceases to
expand as rapidly, favoring fragmentation. Thus, the onset of
fragmentation is directly linked to stars reaching a mass such
that nuclear reactions can begin.

Finally, I do find a very weak residual dependence of
the characteristic stellar mass on the interstellar pressure and
metallicity. These effects are small enough that they are likely
to be masked within a single galaxy, or even over a wide range
of galaxies of relatively similar properties, by random variations
in factors like the accretion geometry, dust properties, and
interstellar pressures. However, the dependence on pressure and
metallicity may produce noticeable variations in samples that
include galaxies where stars formed under conditions radically
different than those found today. In particular, I find that the
characteristic mass decreases weakly but noticeably in very high
pressure and high metallicity environments such as the cores of
giant elliptical galaxies. There is preliminary evidence for such
a bottom-heavy IMF based on the presence of unexpectedly
strong absorption features characteristic of very low mass stars
in spectra taken from the central portions of giant ellipticals (van
Dokkum & Conroy 2010, 2011). At this point any link between
this observational result and the theoretical one I derive here
is necessarily speculative. We have no direct knowledge of the
properties of the gas from which these stars formed, and it is
possible that the pressure was less than one would infer from
the density of the final stellar system. Even if the pressures are
high, we possess a limited understanding of the physics of star
formation in such extreme environments. Nonetheless, this work
points to the need for further investigation of star formation at
very high pressures, both observationally and theoretically.

I acknowledge F. Adams, C. Conroy, C. McKee, and
P. Schecter for discussions and comments on the manuscript,
T. Hosokawa for providing the numerical stellar structure model
shown in Figure 3, and an anonymous referee for helpful
comments. This work was supported by the Alfred P. Sloan
Foundation, NASA, through ATFP grant NNX09AK31G, a
Spitzer Space Telescope theoretical research program grant, and
a Chandra Telescope grant, and the NSF through grants
AST-0807739 and CAREER-0955300.
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The	
  Tail:	
  Turbulence	
  

•  At	
  masses	
  above	
  the	
  peak,	
  IMF	
  is	
  a	
  powerlaw	
  
of	
  fixed	
  slope	
  

•  A	
  powerlaw	
  is	
  scale-­‐free,	
  so	
  isothermal	
  
approach	
  is	
  probably	
  ok	
  

•  Universality	
  of	
  slope	
  suggests	
  a	
  universal	
  
origin,	
  likely	
  in	
  the	
  physics	
  of	
  turbulence	
  



Numerical	
  Results	
  

Padoan+	
  (2007)	
  



Analytic	
  Results	
  
•  Analytic	
  derivations:	
  twiddle	
  arguments	
  (Padoan	
  

&	
  Nordlund	
  2002,	
  2007),	
  PS-­‐like	
  model	
  (Hennebelle	
  &	
  Chabrier	
  
2008a,b),	
  excursion	
  set	
  model	
  (Hopkins	
  2012)	
  

•  Basic	
  idea:	
  turbulent	
  power	
  spectrum	
  P(k)	
  è	
  
scale-­‐dependent	
  density	
  variance	
  σ(M)	
  è	
  
mass	
  spectrum	
  of	
  bound	
  objects	
  

•  P(k)	
  ~	
  k−(1.7–2)	
  è	
  dN/dM	
  	
  ~	
  M−2.3	
  

•  Caveat:	
  all	
  models	
  assume	
  ρ,	
  v	
  uncorrelated,	
  
which	
  is	
  clearly	
  not	
  true	
  



The	
  Star	
  Formation	
  Rate	
  

•  As	
  long	
  as	
  tSF	
  <<	
  tH,	
  SFR	
  (mostly)	
  set	
  by	
  gas	
  
inflows	
  /	
  outflows	
  

•  However,	
  tSF	
  >~	
  tH	
  for	
  most	
  galaxies	
  in	
  the	
  
early	
  universe,	
  and	
  in	
  sub-­‐L*	
  galaxies	
  today	
  

•  Even	
  when,	
  ,	
  tSF	
  <<	
  tH	
  SFR	
  determines	
  gas	
  
content	
  of	
  galaxies,	
  important	
  for	
  galactic	
  
structure	
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Figure 45. Atlas of data and calculations for NGC 5055.
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Figure 4. Relation between N(YSOs), the number of YSOs in a cloud, and M0.8,
the integrated cloud mass above the threshold extinction of AK0 = 0.8 mag. For
these clouds, the SFR is directly proportional to N(YSOs), and thus this graph
also represents the relation between the SFR and the mass of highly extincted
and dense cloud material. A line representing the best-fit linear relation is also
plotted for comparison. There appears to be a strong linear correlation between
N(YSOs) (or SFR) and M0.8, the cloud mass at high extinction and density.
(A color version of this figure is available in the online journal.)

their birthplaces or dispersed much of their parental material.
Such evolved young stars are likely to be located in regions
of the cloud where the extinction is less than 0.8 mag and the
densities lower. One might expect that an improved, if not more
appropriate, comparison would result from only counting those
YSOs at higher extinction levels. We can only examine this
possibility for those clouds in our sample where there are both
statistically significant samples of YSOs at high extinctions
and published YSO positions (i.e., Ophiuchus, Pipe, Taurus,
Perseus, Lupus 3, 4, RCrA). Indeed, counting only YSOs at
AK ! 0.5 mag in these clouds, we again found a strong,
linear correlation between YSO number and threshold mass,
with a least-squares derived slope of 0.96 ± 0.13, essentially
identical to that for the lower extinction threshold sample. That
this refined sample gives the same result as the entire sample
suggests that any gas lost in the star formation process, and thus
not counted in our cloud mass measurements, has little effect
on the overall result. Apparently star formation activity over
the last 2 Myr has not produced a significant modification to
the total mass of high extinction material contained within the
clouds in our sample.

The linear nature of the correlation in Figure 4 indicates that
it is the cloud material above the extinction of approximately
0.8 mag that is most directly related to the level of star formation
activity and the SFR in a cloud. These results also suggest that
there is a threshold extinction above which the number of YSOs
produced by a cloud (and the SFR) is directly proportional
to the mass of the cloud above that threshold. We can now
describe the relation between the SFR and cloud extinction as
follows:

SFR(AK ) =
{

0 AK < AK0 ≈ 0.8 mag

εMAK0/τsf AK ! AK0 ≈ 0.8 mag,
(2)

where MAK0 =
∫ +∞
AK0

M(AK )dAK , τsf is the timescale of star
formation, and ε is the present star formation efficiency in the
gas of mass MAK0 . However, we note here that the present
data suggest that the extinction threshold of 0.8 mag may
not be particularly sharp, spanning a range of 0.6–1.0 mag.
Nonetheless, using the data in Table 1 for AK0 = 0.8 mag and
assuming τsf = 2 × 106 yr−1, we find that ε = 10% ± 6%. We
can further express the star formation timescale in terms of a
free-fall timescale at the density corresponding to the threshold
extinction: τsf = f × τff , where f ! 1.0, τff = (3π/32Gρt )0.5

and ρt is the density at the threshold extinction. Then above the
extinction threshold,

SFR(MAK0 ) = ε

f
× τ−1

ff |ρt
× MAK0 , (3)

where τff is evaluated at the threshold density. The ratio, ε
f

, is the
star formation efficiency per free-fall time. For ρt = 104 cm−3

(see the discussion below), τff = 3.5 × 105 yr, f = 5.7, and the
average efficiency per free-fall time is ε/f = 1.8%.

4. DISCUSSION

As mentioned earlier, the fact that we find star formation to
be most intimately associated with the high extinction material
in clouds is hardly surprising since it has been known for some
time that active star formation is confined to the high volume
density regions of molecular clouds (e.g., Lada 1992) and that
regions of high volume density correspond to regions of high
extinction. Therefore, it might be reasonable to assume that
Equation (2) can be rewritten as

SFR(n(H2)) =
{

0 n(H2) < n0

εM0/τsf n(H2) ! n0
, (4)

where M0 =
∫ +∞
n0

M(n)dn and n0 is the threshold volume
density, corresponding to the extinction threshold of AK ≈
0.8 mag, and it is implicitly assumed that M0 = MAK0 .

The value of n0 that corresponds to the threshold extinction
of AK = 0.8 mag is not known a priori, but can be estimated
from observations. Consider that column density, N, is related
to volume density, n, as N (r) = n(r) × r. For a stratified
cloud with n ∼ r−p, N ∼ r1−p. Using this fact, Bergin et al.
(2001) modeled the observed extinction profile of the IC 5146
(B168) dark cloud assuming cylindrical geometry and p = 2
and determined the relation between AV and n(H2) for that
cloud. They found (cf. their Figure 10) that a density of n(H2)
= 104 cm−3 corresponded to an extinction of AV = 6 mag
(AK = 0.66 mag). It has long been known that molecular lines
such as NH3, N2H+, and HCN require relatively high densities
(n(H2) " a few × 104 cm−3) to be observed. These species
are always detected in regions of high extinction, but direct,
quantitative comparison with extinction measurements have
been rarely made. However, such comparisons do exist for
N2H+ emission in three clouds, IC 5146 (Bergin et al. 2001),
B68 (Bergin et al. 2002), and FeSt 1-457 (Aguti et al. 2007).
In all these clouds N2H+ is detected over visual extinctions
of 6 mag and greater, supporting the suggestion that volume
densities of n(H2) ! 104 cm−3 correspond to extinctions of AV

! 6 mag (and AK ! 0.7 mag). These considerations suggest that
n0 ≈ 104 cm−3. Although the actual value of n0 is somewhat
uncertain, we will from here forward assume that high extinction
material corresponds to material at high volume density.
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Fig. 1.— correlation for Galactic and extragalactic′log L – log LIR HCN 1–0
sources. Top: Linear least-squares fit for Galactic cores (with ;4.5L 1 10 LIR ,

symbols above the dashed line) and for galaxies, separately. Bottom: Overall
fit for both parts. The three isolated filled squares are high-z HCN 1–0 points
from Solomon et al. (2003), Vanden Bout et al. (2004), and Carilli et al. (2005);
they are not included in the fit because the sources are QSOs and the contri-
bution from the active galactic nucleus to is not yet clear.LIR

Fig. 2.—Top: Correlation between and for galaxies (filledL L /LIR IR HCN 1–0
squares) and Galactic star-forming cores (filled circles); is constantL /LIR HCN 1–0
for a large range of until a turnoff around . Bottom: per4.5L L p 10 L LIR IR , IR
unit of molecular gas vs. molecular line luminosity. The star formation rate
per amount of CO gas changes a lot from Galactic GMCs (heavy line, with
a dashed line boundary to indicate the variation) to galaxies (filled triangles)
and high-z CO galaxies (open triangles).

of magnitude as increases from Galactic cores to distantLCO
galaxies, confirming Gao & Solomon’s conclusion that CO is
not as good a tracer of star-forming gas as is HCN, especially
for very luminous starburst galaxies.

4. DISCUSSION

The fact that is similar, on average, for star-formingL /LIR HCN
cores in the Galaxy, normal spirals, starbursts, and ULIRGs sug-
gests the possibility of interpreting intense high-z star formation
in terms of nearby high-mass star-forming regions. Before we
can exploit this possibility, we must understand some key points.
Why does rise steeply with and then remainL /L LIR HCN HCN
constant for ? And why is the ratio, , notL 1 L L /LHCN unit IR CO
constant for starbursts?
As a first step, we seek a more physical basis for the relations.

We have so far discussed as a measure of the mass of denseLHCN
gas, but can we quantify this assumption? A roughly linear cor-
relation between the mass of dense gas and bolometric luminosity
has been found by our work on CS and dust emission (Shirley et
al. 2003; Mueller et al. 2002). To see whether this applies also to

HCN , we have calculated the virial mass of the denseJ p 1 r 0
gas [ ] using the most optically thin line (C34SM(dense) J p

) to measure the line width and compared to5 r 4 M(dense)
. Based on the 31 cores with available C34S data,L J p 5 r 4HCN

we obtained the correlation log [M (R )]p (0.81!vir HCN 1!0
. The correlation is roughly lin-0.03) log L " 1.29(!0.09)HCN 1–0

ear. The plot and details of the observations of C34SM -Lvir HCN 1–0
will be presented by J. Wu et al. (2006, in preparation).J p 5 r 4

Leaving out one peculiar source (G35.58!0.03), we get
(K km s!1 pc2)!1, where theAM(dense)/L S p 11! 2 MHCN ,

uncertainty is the standard deviation of themean; themedian value
is (K km s!1 pc2)!1, indicating that the mean is affected6 M,

by some quite large values. The logarithmic mean is 7! 2 M,

(K km s!1 pc2)!1. Some of the scatter in the ratio may be caused
by distance uncertainties because the virial mass depends linearly
on distance, while .2L ∝ DHCN
Even after establishing that traces the mass of denseLHCN

gas, it is not at all clear why should be constant, sinceL /LIR HCN
the luminosity of a cluster is typically dominated by its most
massive members, and , with . Indeed, belowaL ∝ M a ≈ 3–4! !

the cutoff of , does rise rapidly with .4.510 L L M(dense), IR
What causes the transition to a constant value?
To solve this puzzle, we propose the existence of a basic

unit of cluster formation. For less than the mass ofM(dense)
this unit, rises rapidly with , as higherL /M(dense) M(dense)IR
mass stars can form. For greater than the mass ofM(dense)
this unit, the initial mass function is reasonably sampled and
further increases in mass produce more units but no further
change in . If we suppose that larger scale clusterL /M(dense)IR
formation is built up by adding more and more such units, then
the linear correlation between the total and is aL M(dense)IR
natural result. In that case, the only difference between star
formation on different scales and in different environments—
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map, while the ordinate is chiefly Hα. The small extinction
correction derived from the 24 µm data has a negligible effect
on the correlation. Also note that because we correct for dust
temperature when deriving the dust surface density, Σmol should,
in principle, also be independent of heating effects.

The molecular gas depletion time depends on the scale con-
sidered (Figure 2). On the smallest scales considered, r ∼ 12 pc,
the depletion time in the molecular gas is log[τmol

dep /(1 Gyr)] ∼
0.9 ± 0.6 (τmol

dep ∼ 7.5 Gyr with a factor of 3.5 uncertainty af-
ter accounting for observed scatter and systematics involved in
producing the H2 map as well as the geometry of the source).
As mentioned in the previous section, τmol

dep shortens when con-
sidering larger spatial scales due to the fact that the Hα and H2
distributions differ in detail, but are well correlated on scales of
hundreds of parsecs (Figure 1). On size scales of r ∼ 200 pc
(red squares in Figure 2), corresponding to very good resolu-
tion for most studies of galaxies beyond the Local Group, the
molecular depletion time is log[τmol

dep /(1 Gyr)] ∼ 0.2 ± 0.3, or
τmol

dep ≈ 1.6 Gyr. The depletion time on r ∼ 1 kpc scales (black
circles in Figure 2), corresponding to the typical resolution of
extragalactic studies, stays constant for the central regions of
our map (where the smoothing can be accurately performed),
log[τmol

dep /(1 Gyr)] ∼ 0.2±0.2. Thus, our results converge on the
scales typically probed by extragalactic studies. This constancy
reflects the spatial scales over which Hα and molecular gas are
well correlated. Although the precise values differ, a very similar
trend for τmol

dep as a function of spatial scale is observed in M 33
(Schruba et al. 2010). The further reduction of the depletion time
when considering the entire galaxy (τmol

dep ≈ 0.6 Gyr) reflects the
contribution from a component of extended Hα emission, which
is filtered out in the calibration of the SFR indicator (Calzetti
et al. 2007; Rahman et al. 2011). The SMC is on the high end
of the observed distribution of values for the fraction of diffuse
Hα, but fractions of 40%–50% are common in galaxies (e.g.,
Hoopes et al. 1999).

Within the uncertainties, our results are not significantly
different from the mean H2 depletion time obtained in studies
of molecule-rich late-type disks on 750 pc to 1 kpc spatial
scales, where τmol

dep ∼ 2.0 ± 0.8 Gyr averaged over regions with
molecular emission (SFE ≈ 5% within 0.1 Gyr; Bigiel et al.
2008, 2011; Leroy et al. 2008). This is the methodology used in
resolved studies of τmol

dep in more distant galaxies, and our results
are directly comparable.

This contrasts sharply with the results using the CO map
(black contours) obtained by the NANTEN telescope (Mizuno
et al. 2001), using a Galactic CO-to-H2 conversion (the as-
sumption in many extragalactic studies). The CO distribution is
offset by a factor of ∼40 from the H2 distribution. This offset
corresponds to the most common αCO implied by our dust-map,
αCO ≈ 185 M# (K km s−1 pc2)−1 (very similar to the global
αCO). Both values of αCO are broadly consistent with CO-to-H2
conversion factors obtained by previous dust continuum mod-
eling and virial mass techniques on large scales (Rubio et al.
1993; Israel 1997; Leroy et al. 2007a, 2011), though factors of
two to three discrepancy persist from study to study. They dif-
fer, however, from estimates based on small-scale virial masses
toward the CO-bright peaks, which tend to obtain values of αCO
closer to Galactic (Israel et al. 2003; Blitz et al. 2007; Bolatto
et al. 2008; Müller et al. 2010). This discrepancy between CO-
to-H2 conversion factor on the large and on the small scales can
be understood in terms of the existence and mass dominance of
large molecular envelopes poor in CO. Such envelopes are ex-
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Figure 3. Total gas star formation law in the SMC. The gray scale shows the
two-dimensional distribution of the correlation between ΣSFR and Σgas, where
Σgas is the surface density of atomic plus molecular gas corrected by helium. The
white contours indicate the correlation due to atomic gas alone, which dominates
the gas mass (and Σgas) in the SMC. The contour levels, and the dotted lines
indicating constant τ

gas
dep , are at the same values as in Figure 2. The dash-dotted,

dashed, and solid lines indicate the loci of the model by Krumholz et al. (2009c,
KMT09) for clumping factor by metallicity products cZ = 5, 1, and 0.2,
respectively. The first two bracket the behavior of most galaxies observed at
750 pc resolution (see KMT09, Figure 1), while cZ = 0.2 would be the value
expected for the SMC with unity clumping factor (a reasonable assumption
for the spatial resolution of the observations presented here, r ∼ 12 pc).
Note that the surface density at which H i starts to saturate in the SMC is
ΣH i ∼ 50 M# pc−2 (the typical surface density is ΣH i ∼ 85 M# pc−2 at the full
resolution of the H i data), considerably larger than the typical value in normal
metallicity galaxies where ΣH i ! 10 M# pc−2 (Bigiel et al. 2008, 2011). As a
consequence any use of a “standard” total-gas–star-formation correlation for the
SMC would dramatically underpredict total gas surface densities, or overpredict
star formation activity. This is not true for molecular gas, as we discuss in the
previous figure.

pected at all metallicities (Glover & Mac Low 2011), and at the
low metallicity of the SMC they likely constitute the dominant
reservoir of molecular gas (Wolfire et al. 2010).

3.3. Relation between Total Gas and Star Formation

Figure 3 shows the total gas star formation law for the
SMC, the relation between ΣSFR and total (H i + H2) gas
surface density Σgas, as well as ΣSFR versus ΣH i (which is
almost the same, as atomic gas dominates). This relationship
may be more complex than the molecular star formation law,
resulting from a combination of phase balance in the ISM and
the relative efficiencies of different types of gas at forming
stars. Using a power-law ordinary least-squares bisector fit
we find that log(ΣSFR) = (2.2 ± 0.1) log(Σgas) + (−6.5 ± 0.1)
for Σgas > 10 M# pc−2 at the full spatial resolution of the
observations. This is very similar to the typical 1 + p ≈ 2 slope
measured for this relation in H i-dominated regions of galaxies
(Bigiel et al. 2010b), or the typical power-law index of the ΣSFR
to ΣH i relation observed in faint dwarfs by Roychowdhury et al.
(2009).

Thus, the relation between ΣSFR and Σgas is steep in the
SMC, and similar to ΣSFR versus Σgas at low surface density
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Figure 8. Sampling data for all seven spiral galaxies plotted together. Top left: ΣSFR vs. ΣHI; top right: ΣSFR vs. ΣH2; middle right: ΣSFR vs. Σgas. The bottom-left and
right panels show ΣSFR vs. Σgas using Hα and a combination of Hα and 24 µm emission as SF tracers, respectively (for a subsample of six spirals). The sensitivity
limit of each SF tracer is indicated by a horizontal dotted line. The black contour in the bottom panels corresponds to the orange contour in the middle-right panel and
is shown for comparison. The vertical dashed lines indicate the value at which ΣHI saturates and the vertical dotted lines (top-right and middle-left panels) represent
the sensitivity limit of the CO data. The diagonal dotted lines and all other plot parameters are the same as in Figure 4. The middle-left panel shows histograms of the
distributions of H i and H2 surface densities (normalized to the total number of sampling points above the respective sensitivity limit) in the sample.
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3.1. Global Properties
Our study allows us to derive a number of interesting

integrated properties for the SMC. Integrating our extinction-
corrected Hα map, we obtain a global star formation rate
SFRSMC ∼ 0.037 M" yr−1. The extinction correction accounts
for ∼10% of the global SFR. About 30% of the integrated
Hα emission arises from extended low surface brightness
regions, with equivalent SFR densities of ΣHα < 5 × 10−3 M"
yr−1 kpc−2, likely reflecting long mean free paths for ionizing
photons escaping H ii regions (with perhaps some contribution
from other sources of ionization). The global SFR we measure
is very comparable to the present SFR obtained from the
photometric analysis of the resolved stellar populations by
Harris & Zaritsky (2004), and only slightly lower than the
SFRSMC ∼ 0.05 M" yr−1 obtained by Wilke et al. (2004) based
on the study of the SMC far-infrared emission. Note, however,
that in the latter case the estimate is based on correcting up
considerably the standard FIR calibration by assuming a much
smaller dust optical depth in the SMC. It also relies on the
synthetic model grid of Leitherer & Heckman (1995), which
has been superseded by the newer models incorporated in the
Calzetti et al. (2007) calibration. In any case, this range of values
is representative of the typical uncertainties in determining
SFRs, also applicable to our value.

Integrating the molecular mass over the regions of the map
with signal above our 2σ threshold of 23 M" pc−2, we obtain
Mmol

SMC ∼ 2.2 × 107 M". This is an ∼35% revision down from
previous studies using the same technique (Leroy et al. 2007a),
mostly due to differences in the estimation of the dust-to-gas
ratio and well within the factor of ∼2 systematic uncertainties
present in the analysis (for discussions see Leroy et al. 2007a,
2009). The global CO luminosity of the SMC is approximately
1 × 105 K km s−1 pc2 (Mizuno et al. 2001; assuming a 20%
correction for flux in unmapped regions). This yields a globally
averaged conversion factor from CO to molecular mass of
αCO ∼ 220 M" (K km s−1 pc2)−1. We return to αCO in the
next section.

The gas depletion time, τdep, is a convenient way to param-
eterize the normalized SFR: τdep is the time needed for the
present SFR to exhaust the existing gas reservoir (Young et al.
1986). Sometimes the inverse of this quantity is presented as a
so-called SFE, indicating the fraction of the gas reservoir used
in 108 yr. Galaxies with high SFE can only sustain their present
star formation activity for a short period of time, and thus are
experiencing a starburst.

From this integrated SFR and Mmol, the global molecular
gas depletion time of the SMC is approximately τmol

dep =
Mmol/SFR ∼ 0.6 Gyr. For comparison, the global molecular
depletion time inferred from the CO luminosity and a Galactic
conversion factor (αCO = 4.4) would be ∼0.01 Gyr. Although a
Galactic conversion factor is clearly inappropriate, this exercise
highlights the need for an alternative tracer of H2. The CO in
the SMC is either dramatically underluminous for the observed
level of star formation activity, or the SMC is in the midst of a
starburst that will exhaust the molecular gas reservoir in only
∼107 yr. Although the study of the global star formation history
of the SMC by Harris & Zaritsky (2004) finds its present SFR
to be somewhat larger than the past average, the magnitude of
that effect cannot explain such an implausibly short molecular
gas depletion time.

Given its atomic mass (MH i % 4.2 × 108 M"; Stanimirović
et al. 1999), the SMC keeps only ∼5% of its gas in the molecular
phase. Thus, it appears to be genuinely poor at forming GMCs.
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Figure 2. Molecular star formation law in the SMC. The gray scale shows
the binned two-dimensional distribution of the ΣSFR to Σmol correlation at a
resolution r ∼ 12 pc, where Σmol is derived from the dust modeling. The
intensity scale is proportional to the number of points that fall in a bin, with
white contours indicating levels that are 20%, 40%, 60%, and 80% of the
maximum. The vertical gray dashed line indicates our adopted 2σ sensitivity
cut for the r ∼ 12 pc data. The red squares and black circles show the results
after spatial smoothing to r ∼ 200 pc and r ∼ 1 kpc, respectively (the sensitivity
limit has been moved down accordingly, assuming Gaussian statistics). The bars
in the r ∼ 200 pc data show the standard deviation after averaging in Σmol bins.
The black contours, placed at the same levels as the white contours, show the
distribution of Σmol derived from CO observations (Mizuno et al. 2001) using
the Galactic CO-to-H2 conversion factor. The dotted lines indicate constant
molecular gas depletion times τmol

dep = 0.1, 1, and 10 Gyr. The dashed line

indicates the typical depletion time for normal disk galaxies τmol
dep ∼ 2 × 109 yr

(Bigiel et al. 2008). The τmol
dep in the SMC is consistent with the range observed

in normal disks for Σmol derived from dust modeling.
(A color version of this figure is available in the online journal.)

The corresponding total gas depletion time is τ
gas
dep ∼ 11.8 Gyr,

so the SMC has enough fuel to sustain its current rate of star
formation for approximately a Hubble time. By comparison, the
median total gas depletion time for the 12 large galaxies in the
THINGS/HERACLES sample is τ

gas
dep ≈ 6.0 Gyr (Leroy et al.

2008). Although a wide range of depletion times are present,
1 < τ

gas
dep < 14 Gyr, 10 of these galaxies have τ

gas
dep < 8 Gyr. In

contrast, in H i-dominated dwarf galaxies and the outer disks of
spirals τ

gas
dep ! 10 Gyr (Bigiel et al. 2010b).

3.2. Relation between Molecular Gas and Star Formation

Figure 2 shows the correlation between molecular gas and
star formation activity traced by the extinction-corrected Hα at
several spatial resolutions: r ∼ 12 pc (gray scale), r ∼ 200 pc
(red squares, binned), and r ∼ 1 kpc (black circles). The gray
area and the corresponding white contours show that a fairly
well-defined relation exists between the star formation activity
and the surface density of molecular gas obtained from the
dust continuum modeling described in Section 2.1 even on our
smallest scales.

Note that the x and y axes of this plot are not implicitly
correlated. The abscissa contains information from the 70,
100, and 160 µm far-infrared continuum as well as the H i
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Fig. 2.—Top: Star formation threshold illustrated by the low-Tmodel G220-
1 with . Log of gas surface density is shown, with values6N p 6.4# 10tot
given by the color bar. Yellow circles indicate SCs, while the red circle shows
. Middle: Radial profiles of star formation rate (yellow circles) and ToomreRth

Q parameters for stars (asterisks), gas (circles), and stars and gas com-Q Qs g

bined (diamonds). The red line shows . Bottom: Critical values ofQ R Qsg th sg
(filled symbols) and (open symbols) at for both low-T (red) and high-Q Rg th
T (black) models.

Fig. 3.—Star formation timescale as a function of initial fort Q (min)SF sg
both low-T (open symbols) and high-T (filled symbols) models. The solid line
is the least-squares fit.

fully resolved models listed in Table 1. The critical values of
appear to be generally higher than in the same galaxy,Q Qsg g

and both have lower values (!1) in more unstable models.
Most galaxies not classified as starbursts have gas fractions

comparable to or less than our most stable models, so the
observation of a threshold value of may reflect theQ ∼ 1.4g

stability of the galaxies in the sample (Martin & Kennicutt
2001). Observed variations in the threshold also appear to occur
naturally. If we only use the Toomre criterion for the gas ,Qg

we get slightly larger scatter than if we include the stars and
use the combined criterion , but the effect is small.Qsg

5. DISCUSSION AND SUMMARY

What controls star formation in different galaxies? Our models
suggest the answer is the nonlinear development of gravitational
instability. Figure 3 shows the correlation between the star for-
mation timescale and the initial minimum for fullyt Q (min)SF sg
resolved models listed in Table 1. The best fit is tSF p (34 !
7 Myr) . Quiescent star formation oc-exp [(4.2! 0.3)Q (min)]sg
curs where is large, while vigorous starbursts occur whereQsg

is small. This differs from the emphasis on supersonic tur-Qsg
bulence by Kravtsov (2003). The maximum strength of instability

depends on the mass of the galaxy and the gas fraction.Q (min)sg
The larger the halo mass, or the larger the gas fraction, the smaller
resulting , and thus the shorter .Q (min) tsg SF
Typical observed starburst times of 108 yr are consistent with

our fit for (Kennicutt 1998b). This also agrees with thetSF
observations by MacArthur et al. (2004) that the star formation
rate depends on the galaxy potential. McGaugh et al. (2000)
show a break in the Tully-Fisher relation for galaxies with

km s!1, suggesting a transition at this scale. Indeed,V ≤ 90c

our models with km s!1 and gas fraction ≤50% ofV ≤ 100c

the disk mass appear to be rather stable ( ), with noQ 1 1.0sg
star formation in the first 3 Gyr, while models with V ≥ 120c

km s!1 become less stable, forming stars easily. This is also

is the stability parameter for the stars derived by Toomre (1964),
where !s is the stellar radial velocity dispersion, !s is the stellar
surface density;R ! cg /!s and q ! k!s /" are two dimensionless
parameters, with k being the wavenumber of the axisymmetric
perturbations; and I0 is the Bessel function of order zero.

Similarly to our procedure in x 2.1, we use local observed val-
ues to evaluateQsg. To estimate the stellar surface density!s, we
use the number density of red giant branch (RGB) and asymptotic
giant branch (AGB) stars, as they are part of the old stellar pop-
ulation and therefore trace the overall mass distribution of the
stellar disk. RGB and AGB stars are luminous and distinctive in

the ½J # Ks$ versus Ks color-magnitude diagram and much less
confused by faint background galaxies or Galactic stars. To select
these stars, we follow a procedure similar to that outlined by
van der Marel (2001) but use only the Two Micron All Sky Sur-
vey Point Source Catalog (Skrutskie et al. 2006) and the criteria
½J # Ks$ < (22# ½Ks$)/10:5 and ½Ks$ < 14:5. The source counts
are then binned with a resolution of 40 pc pixel#1 and Gaussian
smoothed with a dispersion of 100 pc. The smoothing scale is
chosen tominimize pixel-to-pixel variations due to the small num-
ber density of the tracer RGB andAGB stars, while retaining good
spatial resolution for the analysis; this scale is also small compared

Fig. 1.—(a) Total gas surface density distribution in the LargeMagellanic Cloud. Only neutral species are included in this map. The gray-scale runs linearly from 0 to
100M% pc#2. The contour lines show a surface density of 4M% pc#2. (b) Comparison between massive star-forming sites traced by young stellar object candidates (red
dots) and regions where the gas alone is gravitationally unstable. The Toomre parameter for the gas Qg is shown in gray-scale, running logarithmically from 5.0 to 0.2.
The solid lines delineate the critical value of Qg ¼ 1 inside which the regions are gravitationally unstable. (c) Total stellar surface density distribution. The gray-scale
runs linearly from 0 to 200 M% pc#2. (d) Same as in (b), but for regions where the gas and stars together are gravitationally unstable, rather than just the gas alone.
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Figure 6. SFR as a function of time for the HiZ model for variations in the small-scale (high-density) star formation law; all runs use our fiducial feedback
parameters (ηp = ηv = 1). These results demonstrate that the global SFR depends only weakly on the small-scale star formation law. In each panel, the black
solid line shows the standard star formation model: ρ̇∗ = ε ρ/tff above a threshold density n0 = 100 cm−3, with ε = 0.015 and tff =

√
3π/32 G ρ ∝ ρ−0.5.

Left: variations in the star formation efficiency ε. Middle: variations in the density PL of the star formation model: ρ̇∗ ∝ ρn with n = 1, 1.5, 2, normalized so
that ρ̇∗ is the same as the default model at n0. Right: variations in the threshold density for star formation n0.

its SFH tends to be the most sensitive to variations in the simulation
parameters. However, we carried out the same experiments for the
MW-like simulation and found comparable results, which are also
shown below. In the Appendix we show that our results also do
not depend strongly on how we numerically implement the stellar
feedback.

4.1 Dependence on the local SF law

Figs 6–7 show how the SFH in feedback-regulated simulations de-
pends on the local star formation prescription used at high densities.
For our fiducial ηp = ηv = 1 model, Figs 6–7 vary the star forma-
tion efficiency in dense gas ε, the power-law (PL) slope of the
star formation law and the threshold density for star formation n0

(equation 2).
The key result in Figs 6–7 is that there is very little dependence of

the SFH on the high-density star formation law. Specifically, Fig. 6
(left-hand panel) shows results for our canonical value of ε = 1.5
per cent, a larger value of 6 per cent and a smaller value of ε =
0.35 per cent (we have also examined several intermediate values).
This range of ε corresponds to a factor of 20 different star formation
time-scale at a fixed density. We find, however, at most ∼30 per cent
differences in the SFR once the system has reached approximate
equilibrium. In the MW-like model (Fig. 7), the conclusion is iden-
tical. Secondly, we vary the PL index of the local SF law (middle

Figure 7. As Fig. 6, but for the MW model. Again the global SFR is
independent of the local, high-density SF law.

panel). In our canonical implementation, ρ̇∗ ∝ ρ/tdyn ∝ ρ1.5; we
compare this to simulations with ρ̇∗ ∝ ρ/t0 ∝ ρ1.0 and ρ̇∗ ∝ ρ2.0,
normalized such that ρ̇∗ is identical at the threshold density ρ0.
There are early-time differences in the star formation histories, but
given the magnitude of the change to the star formation prescription
the results are broadly similar. The biggest change appears when
ρ̇∗ ∝ ρ, i.e. when the gas consumption time-scale is constant, inde-
pendent of density; in this regime, the gas cannot necessarily be con-
sumed quickly on small scales, so the collapse from large to small
scales is no longer the dominant rate-limiting step in star formation
(a slightly larger exponent, e.g. ρ̇∗ ∝ ρ1.2, much more closely re-
sembles the canonical ∝ρ1.5 case). We show this for the MW-like
model in Fig. 7, comparing ρ̇∗ ∝ ρ1.5, ρ̇∗ ∝ ρ2.0, ρ̇∗ ∝ ρ1.1. The
relative differences in the ρ̇∗ ∝ ρ2.0 are even smaller, and mak-
ing the exponent just slightly super-linear (∝ρ1.1) gives a nearly
identical SFR to ∝ρ1.5. Finally, we vary the SF density threshold
n0 (right-hand panel); from our canonical value of 100 cm−3, we
also consider n0 = 25 cm−3 and n0 = 2500 cm−3 (with other inter-
mediate values sampled as well). At early times, before the initial
conditions have been replaced by a self-consistent equilibrium, the
SFR is higher with a lower threshold (unsurprisingly). However,
once enough time has elapsed for gas to collapse to high densities
and initiate significant feedback, the SFHs are again nearly identical
despite a factor of 16 change in the threshold for star formation. The
same result obtains in the MW model, for which (given the lower
mean density) we vary n0 = 10–1000. Moreover, for a MW-like
model with similar resolution, Saitoh et al. (2008) find the same
result in a more limited study varying the small-scale star formation
efficiency, but with a different simulation algorithm and different
feedback mechanism (SNe) implemented. We have also repeated
these experiments for different values of ηp (=1/3, 4, 10) and ηv

(=2 and continuous acceleration), and reach similar conclusions in
each case.

Our interpretation is that the weak dependence of the global SFR
on the small-scale star formation model is a consequence of the
turbulence driven by stellar feedback, and the self-regulation to Q ∼
1 (see e.g. Thompson et al. 2005). Specifically, gravity causes gas
to collapse to high density, where some of it forms stars, while most

C© 2011 The Authors
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Figure 8. Cumulative gas mass fraction above a given density n for the (high-resolution) HiZ model for variations in the small-scale star formation law (Fig. 6)
and feedback efficiency (Fig. 9). Left: density distribution for different values of the star formation efficiency ε: for smaller (larger) ε, more (less) mass must
collapse to high densities for the star formation to self-regulate (the high-ρ cut-off is set by resolution limits). Middle: density distribution for different values of
the momentum deposition per unit star formation (ηp; equation 5). For larger ηp, gas is more efficiently removed from dense regions. Right: density distribution
for different values of the threshold density for star formation n0. Larger n0 requires that the gas should collapse to somewhat higher densities before the star
formation can self-regulate.

of the gas is driven back out to lower densities by feedback. The key
step that regulates the SFR is this cycle of collapse and expulsion,
which has a time-scale ∼ the global dynamical time of the galaxy
– this is also the decay time-scale for large-scale turbulence in the
galaxy. The details of feedback on small scales should also not be
important, so long as it is sufficient to self-regulate (compare our
result to Saitoh et al. 2008). So long as the star formation time-scale
at the threshold density is small compared to the global dynamical
time (i.e. ε not too small and ρ0 > the 〈ρ〉 of the galaxy) and the
threshold is well-resolved numerically (i.e. ρ0 is not too large), the
SFR is insensitive to the details of the small-scale star formation
law.

More generally, if the support needed to maintain stability against
runaway star formation is set by the luminosity/mass in young stars,
the SFR can self-regulate to Q ∼ 1. For example, if the SFR set
by the small-scale physics is too low to maintain Q ∼ 1 given
the large-scale conditions, gas simply collapses further to slightly
higher densities until the required feedback power is generated,
sufficient to halt further collapse. The high-density star formation
law thus determines some of the properties of the high-density gas,
but not the global SFR.

Fig. 8 supports this interpretation by showing the cumulative gas
density distribution (mass fraction >n) for different values of ε

(left-hand panel), n0 (right-hand panel) and the feedback parameter
ηp discussed in the next section (middle panel). Fig. 8 shows that
when the high-density star formation efficiency ε is smaller (larger),
the gas distribution adjusts so that there is more (less) mass at high
densities, so as to produce a similar total SFR (as in Fig. 6.) When
the threshold density n0 is varied, the mass at high densities shifts
accordingly. For example, increasing n0 causes the gas that would
have formed stars at the previous threshold to collapse to somewhat
higher densities before it begins to form stars.

Note that the mass at low densities is nearly unchanged – the
discs are not in global collapse (they are regulated by feedback),
but the gas locally collapses to the densities needed to maintain the
same SFR. For this reason, the Schmidt law predicted by each of
the models in Fig. 6 is nearly identical. They have the same range
in surface densities (set by the initial conditions and exhaustion via
star formation, which must be the same since they have the same
SFH), and so self-regulate at the same SFR.

Schaye et al. (2010), using much lower resolution cosmological
simulations, also find a galaxy wide SFR that is independent of

the details of the small-scale star formation law employed. How-
ever, in their case, because star formation laws are applied glob-
ally (on >kpc scales), it is the global gas mass that self-adjusts
(e.g. lowering the star formation efficiency leads to inflows larger
than the SFR building up the global gas mass until the SFR is
similar to the cosmological inflow rate), so the systems do not
necessarily obey the observed Schmidt–Kennicutt relation. In our
case, neither the SFR nor global gas mass varies; what does al-
ter is the gas fraction at the very highest densities available to the
simulations.

4.2 Dependence on the feedback efficiency

Fig. 9 (Fig. 10) shows how the SFH of our HiZ (MW) model depends
on the feedback parameters ηp and ηv (equations 5 and 7) and on
whether we implement the momentum-feedback continuously or
via kicks (left and middle panels). All of the variations are with
respect to our standard ηp = ηv = 1 model.

Fig. 9 (left-hand panel) shows that simulations with ηv = 1 and
ηv = 2 produce very similar SFHs. These two simulations both
have ηp = 1 and thus have the same momentum-injection rate.
Physically, the similarity in their SFHs arises because the particles
interact with ambient gas and share their momentum efficiently.
The end result is that clumps being destroyed by stellar feedback
have velocities comparable to the escape velocity from the clump,
relatively independent of the initial velocities we input. Fig. 9 also
shows a comparison of two different methods of implementing the
same momentum flux: particle ‘kicks’ and continuous acceleration
(see Section 2.2.2). It is reassuring that these two methods pro-
duce quite similar results – this again highlights that the critical
parameter is the rate at which momentum is deposited into the ISM,
not precisely how it is deposited. The MW-like model in Fig. 10
gives identical conclusions (the dependence is even weaker in
this case).

Fig. 9 (middle panel) also compares simulations with varied mo-
mentum injection per unit star formation ηp, from ηp = 0.3 to
10 (all at fixed ηv = 1). As expected, the quasi-steady SFR de-
creases as the efficiency of momentum-injection increases. How-
ever, the decrease in the SFR is rather mild, with a factor of ∼2
change in SFR over a factor of 10 in ηp. The same scaling holds
in the MW-like model in Fig. 10. Naively one might expect an in-
verse linear scaling Ṁ∗ ∝ η−1

p (Thompson et al. 2005). Specifically,
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Figure 5. Properties of the ISM and feedback in several of our HiZ simulations: intermediate (HiZ_10_4) and ultra-high-resolution (HiZ_10_4_uhr)
simulations with ηp = 1 and ηv = 1, and an intermediate-resolution (HiZ_9_1) simulation with ηp = 10 (see Table 2). Top left: vertical gas velocity dispersion,
σz =

√
c2

s + δv2 (averaged over the entire disc, weighted by gas mass). The initial disc is thermally supported, but this thermal energy is rapidly radiated away;
at later times a comparable σ z is produced by feedback-driven turbulence. Top centre: gas Toomre Q parameter in narrow radial annuli as a function of radius
(averaged over times >60 Myr, when the system is quasi-steady state). Top right: gas density distribution (gas mass per interval in log n) is LN with ∼1 − 1.5 dex
dispersion; low- and high-resolution simulations converge to the same median density, but at low resolution the full width is not resolved. With no feedback
(dotted), the gas piles up at the highest resolvable densities. Bottom left: sum of all momentum (|$p|) injected via feedback (solid; equation 5) compared with
input optical-UV stellar photon momentum =

∫
L∗ c−1 dt (dotted). Note that the momentum injected is nearly the same for all three simulations, including

ηp = 1 and ηp = 10. The dot–dashed line shows that the input momentum is well-reproduced using the optical depths from the bottom-right panel and only
the very young stars (<106 yr old). This demonstrates that star-forming clusters disrupt rapidly. Bottom centre: mean ‘kick’ velocity given to gas particles at
their launching from young stellar clusters (and 1σ dispersion); values approach ∼150–200 km s−1, as expected given the massive 108 M$ clumps forming in
these simulations. The kick velocity is much larger than the actual dispersion in the disc because the particles shock and share their momentum immediately.
Bottom right: resolved IR optical depths of gas clumps used in the feedback model (equation 5). In the simulations with ηp = 1, τ ∼ 30–50, corresponding to
& ∼ 10 g cm−2, comparable to the observed surface densities of star clusters on ∼pc scales. The simulation with ηp = 10 has the same total input momentum
(bottom-left panel) but as a result the gas clumps only collapse to τ ∼ 10. A comparison of our MW-like models gives identical qualitative conclusions, but
with systematically shifted absolute values: σ z ∼ 10 km s−1, Q ≈ 1, 〈n〉 ∼ 1 cm−3, ‘kick’ v ∼ 30−50 km s−1 and 〈τ 〉 ∼ 10−30 at ηp = 1.

the maximum density allowed by our resolution (∼106 cm−3), with
a small tail at low densities. With feedback included, however, most
of the mass is in GMC-like structures, but within those structures
feedback ensures that most of the mass is in a more diffuse phase,
rather than in the densest star-forming cores. The same conclusions
pertain to our other galaxy models, but with lower median densi-
ties as expected; the volume-averaged 〈n〉 ∼ 1 cm−3 in the MW
and Sbc models, with much of the mass in the star-forming disc
in GMCs with a mean 〈n〉 ∼ 10−30 cm−3 (and a resolved tail up
to ∼106 cm−3). We caution that the distribution of low-density gas
(n ( 1 cm−3) can be strongly altered by other sources of energetic
feedback, such as SNe, stellar winds and photo-ionization; the most

dense gas, however, is where radiation pressure is likely to be most
important.

The bottom panels in Fig. 5 quantify the magnitude of the stellar
feedback: we show the integrated momentum supplied to the gas as
a function of time, the typical initial velocity of the kicks as they are
imparted to particles at the star-cluster scale and the momentum-
weighted optical depth of the gas clumps where the feedback is
applied.

The values of the ‘initial’ kick velocities given to the particles
are large for the HiZ model, but not surprising given the very large
star cluster masses (∼108 M$) associated with the giant clumps
in gas-rich high-redshift systems (see Murray et al. 2010; Genzel
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is worth noting that even after this increase, the SFR is still much
less than it would be with no feedback (∼0.1 versus 3 M" yr−1), so
there are important contributions to self-regulation from all sources
of feedback, but SNe are the most important among them.

5 TH E ( N E G L I G I B L E ) RO L E O F M O L E C U L A R
CHEMISTRY

It is well established that stars form only from molecular gas –
albeit not all molecular gas, but only a small fraction at the highest
densities. Hence a number of groups have attempted to model galac-
tic star formation using various schemes to estimate the molecular
fraction in a large volume of gas in a simulation (see Robertson
& Kravtsov 2008; Ostriker, McKee & Leroy 2010; Kuhlen et al.
2012). Given our inclusion of a wide range of feedback physics,
does chemistry matter?

We test this by re-running our standard models with all feedback
present, but with different explicit models for the molecular fraction
in gas. First (Molecular Model A), we make the crude assumption
that the molecular fraction is always unity in all regions above our
density threshold for star formation.

Secondly (Molecular Model B), we adopt the prescription in
Krumholz & Gnedin (2011, equations 1–4 therein), which approxi-
mates the results of full radiative transfer calculations with a simple
analytic fitting function that gives fH2 (the fraction of gas mass in a
given particle which is molecular) as a function of the local column
density and metallicity. We approximate the local column as the
integral across the SPH smoothing kernel (∝ρ h, analogous to what
is done with the adaptive mesh refinement experiments therein).5

We then allow only the molecular gas to form stars – multiplying
the SFR our standard code would estimate by fH2 .

Thirdly (Molecular Model C), we adopt a more detailed treatment
motivated by that in Robertson & Kravtsov (2008). We allow the
cooling function " to be a function not just of temperature but also
the local gas density, metallicity and radiation field, where the latter
is approximated by the sum of the cosmic background (z = 0 value)
and the local SFR (taking the instantaneous SFR in the local gas
and assuming the continuous SF limit) with the SEDs tabulated in
STARBURST99. Specifically the cooling functions are tabulated from
fig. 1 of Robertson & Kravtsov (2008) (on a simple grid in density,
metallicity and radiation field) and we interpolate logarithmically.
We then calculate the local molecular fraction in each particle as
a function of column density, metallicity and also ionizing field
strength from the fitting function in Krumholz & Gnedin (2011).
As before, we then only allow SF from the ‘molecular’ gas.

Fig. 8 shows that modelling the molecular gas fractions has no
effect on our results. If we plot the morphology of each system (or
any other measurable quantity presented in this paper), we find the
same.

Why do we find that detailed chemistry is essentially irrelevant,
while other authors have found that it is critical? The key is the
scale that we resolve and on which we allow star formation to pro-
ceed. In previous models where the molecular fraction is estimated
and makes a large difference, it is usually the molecular fraction in
a large volume of the ISM that is being estimated – radii at least
>100 pc and as large as several kpc, with bulk volume densities of
∼0.1–10 cm−3. Essentially, then the ‘molecular’ model is really an

5 This is a conservative assumption because, if the integral column over
large spatial scales is much larger, then it will further self-shield the gas,
which only strengthens our conclusions below.

Figure 8. Star formation history for SMC models with different treatments
of the molecular chemistry of the gas; all of the simulations have all of our
feedback mechanisms enabled. The SMC model is the most sensitive of
our galaxy models to the molecular chemistry because of its lower surface
density and metallicity. (A) We use our standard cooling curve (see Section 2)
and assume that all gas above the star-forming threshold (n % 100 cm−3)
is molecular (the H2 molecular fraction fH2 = 1) and so can turn into stars
at an assumed efficiency per dynamical time of 1.5 per cent. (B) We use
the fitting functions in Krumholz & Gnedin (2011) for fH2 as a function of
local column density and metallicity for each gas particle and only allow star
formation in molecular gas. (C) We use the model in Robertson & Kravtsov
(2008), in which the molecular fraction fH2 and the cooling function "(T) at
low temperatures !104 K are a function of the local gas density, metallicity
and radiation field (based on CLOUDY calculations); star formation again only
occurs in molecular gas. Overall, the treatment of the molecular chemistry
has a negligible effect on the star formation history. This is because star
formation only occurs in high-density gas, n " 100–1000 cm−3, and at the
SMC’s metallicity of Z ∼ 0.1 Z", the molecular fractions in the dense, star-
forming gas are always near unity (average fH2 > 0.998 for models B and
C). In test calculations, only at extremely low metallicity, Z & 10−2 Z",
does the molecular chemistry begin to have a measurable effect on the star
formation history.

implicit model for the fraction of dense gas within the patch. By
contrast, our simulations explicitly resolve dense regions, and only
allow star formation in them; our typical threshold for star formation
is a local density of n > 100–1000 cm−3. At these densities, the gas
is overwhelmingly molecular, so explicitly accounting for a molec-
ular fraction and allowing only that gas to form stars is essentially
identical to our existing prescription. In fact, we know the typical
optical depths through the star-forming patches of gas (from our
local momentum-driving model) and in the optical and UV wave-
lengths, they are typically ∼104, so there is no question that the gas
can self-shield. In fact, when we implement the model of Krumholz
& Gnedin (2011), we find the average estimated molecular fraction
in the gas we would allow to form stars is >99.8 per cent.

Furthermore, in Paper I, we show explicitly that the global SFH is
independent of the small-scale star formation law, because the SFR
is set by the requirement that feedback from young stars maintain
marginal stability. This requirement of vertical pressure support
implies that allowing only molecular gas to form stars on a constant
time-scale within these high-density regions will give the same SFR.

We also have tested, in appendix A of Paper I, that changing
the cooling curve shape dramatically – for example, changing its
normalization by a factor of several, or changing its shape to a simple
constant from 10 to 104 K – has no impact on our results, because
in each case the cooling time in the gravitationally collapsing dense
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Figure 5. Ratio of molecular-to-atomic gas in the SMC. The blue contours and
the gray scale show the two-dimensional distribution of the ratio ΣH2/ΣH i vs.
Σgas on scales of r ∼ 12 pc and r ∼ 200 pc, respectively (note that the hard edge
present in the blue contours at low ratios and low Σgas is the result of our adopted
2σ cut in ΣH2). The dotted horizontal line indicates ΣH2/ΣH i = 1, denoting the
transition between the regimes dominated by H i and H2. The dash-dotted,
dashed, and solid lines show the predictions of KMT09 for different values of
the cZ parameter, as in Figure 3. For the SMC, cZ = 0.2 at r ∼ 12 pc, and the
KMT09 curve overestimates the molecular-to-atomic ratio by a factor of two to
three. At r ∼ 200 pc we may expect cZ ≈ 1 using the standard clumping factor
c = 5 adopted by KMT09 for unresolved complexes. Although molecular gas
in the SMC is highly clumped, the atomic gas is not, so the cZ = 1 curve
overestimates ΣH2/ΣH i at 200 pc. The thick gray and black contours indicate
the predicted surface density ratio of gas in gravitationally bound complexes to
diffuse gas, Σgbc/Σdiff , in OML10 and in the model modified to incorporate the
extra heating of in the diffuse gas (OML10h; see Section 4.2.1), respectively.
The contours are calculated for the metallicity and distribution of stellar plus
dark matter density in the SMC. The original OML10 prediction for Σgbc/Σdiff
is considerably higher than the observed ΣH2/ΣH i. The tightness of the contours
is due to the fact that the self-gravity of the gas dominates over the stellar plus
dark matter contribution, thus there is an almost one-to-one correspondence
between Σgas and the prediction for Σgbc/Σdiff .
(A color version of this figure is available in the online journal.)

the velocity range vlsr ≈ 120–180 km s−1, taken to be repre-
sentative of the disk of the galaxy. We find that this exercise
lowers ΣH i by at most 30% the faint regions of the Wing, and
more typically ∼10%–15%. This is a small correction in the
molecular ratio, well within our uncertainties in ΣH2 alone, and
although it may significantly contribute to the observed disper-
sion in ΣH2/ΣH i, it cannot be the cause of its offset with respect
to normal galaxies. The SMC is strikingly bad at turning its
wealth of atomic gas into molecular gas, particularly given the
very high surface densities found in this galaxy.

3.5. Synthesis of Results

Using our dust-based ΣH2 map, we showed that to first order
the molecular star formation law in the SMC resembles that in
disk galaxies. There is still room within the uncertainties for a
factor-of-two-to-three decrease in τmol

dep , but our best estimates
at 0.2–1 kpc resolution imply very good agreement between
this low-metallicity dwarf and more massive disk galaxies.
Note that since the scaling is linear, this result is insensitive

to uncertainty in inclination or other aspects of the SMC’s
geometry. By contrast, the total gas star formation law is offset
significantly from that observed in large galaxies. The SMC
harbors unusually high ΣH i and low ΣSFR at a fixed total gas
surface density (although the ΣSFR versus Σgas distribution moves
closer to the loci of large spirals if the star and gas are in a disk
inclined by i > 40◦, or if the galaxy is elongated along the line
of site). At a given Σgas, the molecular gas fraction is also offset
to values lower than those observed in massive disk galaxies, by
typically an order of magnitude.

Two natural corollaries emerge from these observations. First,
molecular clouds in the SMC are not extraordinarily efficient
at turning gas into stars; star formation proceeds in them at a
pace similar to that in GMCs belonging to normal disk galaxies.
This suggests that, down to at least the metallicity of the SMC
(Z ∼ Z%/5), the lower abundance of heavy elements does not
have a dramatic impact on the microphysics of the star formation
process, although it does appear to have an important effect at
determining the fraction of the ISM capable of forming stars.

This is not a foregone conclusion. For example, it is conceiv-
able that the low abundance of carbon and the consequent low
dust-to-gas ratio and low extinction would affect the ionization
fraction in the molecular gas. This may result in changes in
the coupling with the magnetic field, perhaps slowing the GMC
collapse and resulting in lower SFE and longer τmol

dep . Or, alter-
natively, the low abundance of CO (an important gas coolant
in dense molecular cores) could make it difficult for cores to
shed the energy of gravitational contraction, slowing their col-
lapse and again resulting in longer timescales for consuming
the molecular gas (but see Krumholz et al. 2011). Our result im-
plies that to first order metallicity does not have a large impact
on the rate at which star formation proceeds locally in molecular
gas in the SMC. Firming up this conclusion, however, requires
detailed studies of molecular cloud lifetimes (for example, see
Fukui et al. 1999).

Second, these observations provide very strong evidence that
star formation activity is related directly to the amount molecular
gas, with H i coupled to SFR only indirectly. This should be
tempered by the consideration that, as pointed out in Section 2.1,
our dust-derived H2 map may include a contribution from
very cold, strongly self-absorbed H i (such as that sometimes
associated with molecular cloud envelopes), which we cannot
easily disentangle from molecular material in our analysis. The
strong relation between molecular material and star formation
explains some puzzling observations in the context of H i-
dominated systems. Wolfe & Chen (2006) searched for low
surface brightness galaxies in the Hubble Ultra Deep Field, with
the expectation that, based on Damped Lyman Alpha (DLA)
neutral gas column density statistics and the star formation law,
a measurable fraction of the sky should be covered by low
brightness objects if star formation takes place in DLAs. Their
study (as well as the recent extension by Rafelski et al. 2011)
shows that star formation activity in DLAs is suppressed by
over an order of magnitude (factors of 30–100) with respect
to the predictions based on the total gas Schmidt law. Wolfe
& Chen indeed suggest that part of the explanation may be
a low molecular fraction in DLAs. More recently, Krumholz
et al. (2009a) show that although the observed distribution of
column densities in QSO-DLA systems theoretically requires
the existence of a significant cold phase, they are inconsistent
with the expectation of large molecular fractions. This is simply
a reflection of the fact that, given their low metallicities, their
densities are not large enough to sustain significant molecular
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Figure 2. SFR–molecular-mass diagram for local molecular clouds and galaxies
from the Gao & Solomon (2004a) sample. The solid symbols correspond to
measurements of dense cloud masses either from extinction observations of
the galactic clouds or HCN observations of the galaxies. The open symbols
correspond to measurements of total cloud masses of the same clouds and
galaxies, either from extinction measurements for the galactic clouds or CO
observations for the galaxies. For the galaxies, pentagons represent the locations
of normal spirals, while the positions of starburst galaxies are represented by
squares (LIRGs) and inverted triangles (ULIRGs). Triangles represent high-z
BzK galaxies. The star formation rates for the Gao and Solomon galaxies have
been adjusted upward by a factor of 2.7 to match those of galactic clouds when
extrapolated to local cloud masses (see the text).

these galaxies are those determined by GS04 after the upward
adjustment described above.

Adjusting the GS04 SFRs upward implicitly assumes that
the SFRs determined from LFIR underestimate the true SFRs, at
least when extrapolated to local clouds. In an attempt to assess
this possibility we investigated the relation between LFIR and
SFR in the local cloud sample. In the local cloud sample of
Paper I, the SFR is dominated by the Orion A and B molecular
clouds which account for 67% of the total SFR for all the clouds
in the sample. Following the prescription of GS04 we used
IRAS observations to determine the FIR luminosity of a 100 pc
diameter region encompassing both the Orion A and B clouds.
We calculated the FIR luminosity to be 5.4 × 105 L". Using
the relation ṀSFR ≈ 2 × 10−10(LIR/L") M"yr−1 (following
GS04 and Kennicutt 1998b), this corresponds to SFR = 1.1 ×
10−4 M" yr−1, a value which is a factor of eight lower than the
combined SFR (8.7 × 10−4 M" yr−1) determined for the Orion
A and B clouds in Paper I. We note that much of this deficit is
likely due to the fact that the extragalactic FIR prescription for
SFRs is appropriate for star formation timescales of 10–100 Myr
and a well-sampled IMF at high stellar masses while the SFRs
for the local cloud sample are derived for a 2 Myr timescale and
for a young stellar population that does not as completely sample
the high mass end of the IMF. Nonetheless, these considerations
suggest that at least some upward adjustment of the GS04 SFRs
may be necessary for comparison with local clouds. Indeed, a
recent comparison of SFR estimates for the whole Galaxy with
those for external galaxies also suggests that an upward revision
of extragalactic SFRs may generally be warranted (Chomiuk &
Povich 2011).

Another consequence of the upward adjustment of the SFRs
is that of a corresponding decrease in the estimated total
molecular gas depletion times for the GS04 galaxies. This
decrease would amount to a factor of 2.7 for the adjustment
factor we adopted and have potentially important consequences
for our understanding of galaxy evolution. These decreased gas
depletion times for the GS04 galaxies are consistent with those
that describe the local galactic clouds (e.g., Figure 1). However,
we hesitate in drawing too firm a conclusion regarding this
particular issue since it does depend somewhat on our choice
of adjustment options (i.e., (1), (2), or (3)). For example, if we
selected option (2) above, only the depletion time for the dense
gas component of the galaxies would be lowered. It is also
interesting to note in this context that the depletion times for the
dense star-forming gas are typically an order of magnitude lower
than those estimated for the total molecular gas component in
both galaxies and local clouds, and this remains true independent
of any adjustments to the galaxy data.

As discussed earlier, instead of adjusting the SFRs, we could
have adjusted the GS04 galaxy masses (downward) by the
same constant offset in log(M). By not correcting the mass
estimates we are assuming that the molecular-line derived
masses and the extinction derived masses accurately reflect
the same cloud material, that is, MDG = MHCN and MTG =
MCO. To assess this possibility for the case of the total cloud
masses, MTG, we compared the extinction measurements with
CO observations of a subset of the local cloud sample. We
obtained CO data for five of the clouds from the archive of the
CfA 1.2 m Millimeter-wave Telescope (Dame et al. 2001). The
12CO observations were averaged over the individual clouds
and the integrated CO intensities were measured for each cloud.
Applying the standard CO-to-H2 conversion factor of 2 ×
1020 cm−2 (K km s−1)−1 (Dame et al. 2001) to convert the
integrated intensities to H2 column densities, we determined
the mass of each cloud. We found these CO derived masses
to all agree with the corresponding extinction (AK ! 0.1 mag)
derived masses to better than 12%, indicating that the extinction
(AK > 0.1 mag) and CO derived total masses both trace the
same cloud material for local clouds. This suggests that total
masses derived from CO can be a good proxy for extinction
derived total masses and thus that the masses derived from CO
observations of galaxies can be compared directly with those of
the local cloud sample, provided that the galaxy measurements
trace the summed CO emission from a population of Giant
Molecular Clouds (GMCs). If there is any diffuse CO emission
from inert, non-star-forming, molecular gas contributing to the
galaxy-averaged CO measurements, then the CO masses derived
for galaxies overestimate the masses in star-forming GMCs. In
such a case the CO derived masses for the galaxies would have
to be adjusted downward to compare to the local observations.

A similar comparison of extinction and HCN derived masses
is not possible for the local clouds since the corresponding HCN
observations of these clouds do not exist. This is unfortunate
because the HCN masses derived by GS04 are likely upper
limits to the true masses (Gao & Solomon 2004b). For example,
if the clouds are bound but not virialized then the derived masses
could be somewhat overestimated. Thus, although it appears that
the extragalactic CO derived masses can be directly placed on
the SFR–molecular-cloud-mass diagram without any systematic
adjustment, the situation is somewhat less certain for the HCN
masses derived by GS04. However, we note that the average
ratio of dense gas (i.e., AV ! 0.8 mag) to total cloud mass
(i.e., AV ! 0.1 mag) calculated from the extinction data is
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Figure 9. Comparison of Galactic total c2d and GB clouds, YSOs, and massive
clumps to extragalactic relations. SFR and gas surfaces densities for the total
c2d and GB clouds (cyan squares), c2d Class I and Flat SED YSOs (green and
magenta stars), and LIR > 104.5L! massive clumps (yellow diamonds) are
shown. The range of gas surface densities for the spirals and circumnuclear
starburst galaxies in the Kennicutt (1998b) sample is denoted by the gray
horizontal lines. The gray shaded region denotes the range for Σth of 129 ±
14 M! pc−2.
(A color version of this figure is available in the online journal.)

et al. (2005) and extragalactic relations. We also show the
range of gas surface densities for spiral and circumnuclear
starburst galaxies from the sample of Kennicutt (1998b). Σgas,con
for Class I and Flat SED YSOs lie intermediate between the
regions where spiral galaxies and starburst galaxies are found
on the Kennicutt (1998b) relation. At Σgas > Σth, the youngest
Class I and Flat SED YSOs overlap with the massive clumps
(Figure 9). Therefore, high-mass and low-mass star-forming
regions behave similarly in the ΣSFR–Σgas plane. The difference
between extragalactic relations and c2d and GB clouds is not
caused by the lack of massive stars in the local clouds. Also,
the overlap with the massive clumps in Figure 9 suggests that
LIR provides a reasonable SFR indicator, as long as it exceeds
104.5 L!, though an upward correction would produce better
agreement.

A steep increase and possible leveling off in ΣSFR at a
threshold Σth ∼100–200 M! pc−2 is seen in both Figures 8
and 9. We further constrain this steep increase and the possibility
of ΣSFR flattening at Σgas > Σth, by approximating it as broken
power law with a steep rise that levels off in Section 3.2.1.

3.2.1. Star Formation Threshold

In order to determine a robust estimate of Σth, we fit the
data using two models: a single power law (y = Nx + A,
where y = log10 ΣSFR; x = log10 Σgas) and a broken power
law (y1 = N1x + A1; y2 = N2x + A2). We first fit Class
I and Flat SED YSO points (ΣSFR,con, Σgas,con) and massive
clumps (ΣSFRIR , ΣHCN(1–0)) to a single power law. We do not
include upper limits for YSOs or points for Sco and Cep clouds,
which are co-added separate cloud regions and only provide a
rough estimate of ΣSFR and Σgas. The single power-law fit yields
N = 1.57 ± 0.09 and A = −3.0 ± 0.2, and a reduced chi-square

Figure 10. We fit Class I and Flat SED YSOs (green stars) and massive clumps
(yellow diamonds) to a broken power law (Section 3.2) and obtain an estimate
for the star-forming threshold, Σth, of 129 ± 14 M! pc−2 (gray shaded region).
The slope changes from 4.6 below Σth to 1.1 above Σth.
(A color version of this figure is available in the online journal.)

(χ2
r ) of 3.7 (84 dof). We fit the data for both YSOs and massive

clumps to a broken power law for the range of Σgas = 50–
250 M! pc2. We minimize the total χ2 for the two segments of
the broken power law using a simplex routine, which yields
best-fit parameters: N1 = 4.58 ± 0.5, A1 = −9.18 ± 0.9,
N2 = 1.12 ± 0.07, A2 = −1.89 ± 0.2 with a χ2

r of 3.04 (82
dof). We attribute the large χ2

r to the scatter and large errors in
the data, but since the χ2

r is ∼18% lower for the broken power
law compared to the single power law, we take it to be the best-
fit model. Equating the broken power-law fits (y1 = y2), we
obtain a power-law break at Σth = 129.2 M! pc2 (AV = 8.6)
with a statistical 1σ deviation in χ2 of ±14 M! pc2 giving a
range in Σth of ∼115–143 M! pc2. Figure 10 shows the broken
power-law fit (cyan and magenta lines), Σth, and the 1σ statistical
range of Σth (dashed black vertical line and gray shaded region,
respectively). The slope of the broken power law changes from
a steep relation at Σgas < Σth (slope of ∼4.6) to linear relation
(slope of ∼1.1) at Σgas > Σth. We note however, that variations in
cloud distances will change this threshold slightly. One example
is for Ser, which has a recent distance estimate by Dzib et al.
(2010) of 415 pc and another estimate by Straizys et al. (1996)
of 260 pc (used in this paper). If we use the larger distance of
415 pc, this would change our star formation threshold slightly
to 126 ± 12 M! pc2 (AV = 8.4).

This star-forming threshold we find is in agreement with
the threshold found in a study of local molecular clouds by
Lada et al. (2010) at AV ∼ 7 or 116 M! pc2. Enoch et al.
(2007) also found extinction thresholds for dense cores found in
Bolocam 1.1 mm maps in the Perseus, Serpens, and Ophiuchus
clouds of AV ∼ 8, 15, and 23, respectively (∼120, 225,
and 350 M! pc2), with a low probability of finding cores
below these thresholds. Onishi et al. (1998) surveyed Taurus
in C18O and found a star-forming column density threshold of
8 × 1021 cm−2, which corresponds to a gas surface density
of 128.1 M! pc2 (AV = 8.5). Similarly, both Johnstone et al.
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Fig. 11. a) (Left panel) Star-formation rate per free-fall time (SFRff; shown in the left Y axis) derived from the observed SFEdense in different
populations of galaxies assuming a characteristic gas density for the HCN cloud nHCN(H2)= 3 × 104 cm−3. We show on the right Y axis the value
of nHCN(H2) derived from SFEdense assuming a constant SFRff = 0.02. This value lies within the most likely range for SFRff ∼ 0.011–0.028 as
determined by the star-formation model of Krumholz & McKee (2005). We also highlight the average value of SFRff ∼ 0.0058 as determined by
Krumholz & Tan (2007) from a compilation of galactic and extragalactic HCN observations. Symbols are as in Fig. 3. Errorbars on SFRff (±42%)
and LFIR (±30%) are shown. b) (Right panel) Same as a) but obtained based on the revised values of Σdense (in LIRGs/ULIRGs) and ΣSFR (in normal
galaxies) discussed in Sect. 6.

7.1.1. Case-I: standard conversion factors

If we assume that all HCN clouds have densities equal to
ncrit

HCN = 3 × 104 cm−3 (i.e., we take τ = 1) we can obtain SFRff
from Eq. (20). Figure 11a represents SFRff as a function of LFIR
obtained from the SFEdense values derived in Sect. 4, i.e., prior
to the correction of conversion factors discussed in Sect. 6. We
note that the distribution of SFRff lies noticeably below the range
predicted by the model, as shown in Fig. 11a. In addition to
this conspicuous downward shift, the deduced SFRff distribution
shows a systematic trend with LFIR and thus cannot be described
as random. The order of magnitude increase in SFRff from nor-
mal galaxies to LIRGs/ULIRGs is statistically significant and it
is about a factor of 7 higher than the typical uncertainty of in-
dividual data points (42%). The SFRff progression echoes the
SFEdense trend with LFIR discussed in Sect. 4.1.

To render a constant SFRff compatible with the order of
magnitude increase in SFEdense, the density of HCN clouds has
to change notably from normal galaxies to LIRGs/ULIRGs, as
nHCN(H2) scales as ∼SFE2

dense. We represent in the right Y axis
of Fig. 11a the value of nHCN(H2) required to fit observations,
assuming a fixed SFRff = 0.02 for all galaxies, which is close
to the average value predicted by the star-formation model of
Krumholz & McKee (2005). The required nHCN(H2) densities
span two orders of magnitude from normal galaxies (∼102 cm−3)
to LIRGs/ULIRGs (∼104 cm−3). These densities are exceedingly
low compared to ncrit

HCN; this poses a problem for the standard
scenario of collisional excitation of HCN lines. Extreme and
therefore unrealistic high opacities for HCN would be required
to compensate for the low densities: τHCN = 3–300. As an
additional relevant constraint, we would need to assume that
opacities are a factor 10–100 higher in normal galaxies com-
pared to LIRGs/ULIRGs. This requirement is at odds with the
commonly measured higher molecular abundances of extreme

starbursts (Combes 1991; Wild et al. 1992; Nguyen et al. 1992;
Krips et al. 2008; Graciá-Carpio et al. 2008). The current obser-
vational evidence contradicts the existence of these abnormally
low HCN densities, at least in the galaxies for which reliable es-
timates of nHCN(H2) exist (e.g., Tacconi et al. 1994; Sternberg
et al. 1994; Usero et al. 2004; Krips et al. 2008; Graciá-Carpio
et al. 2008).

Based on the new HCN observations presented in this work
and the use of standard conversion factors, we derive values
for SFRff and/or nHCN(H2) that are well below the theoreti-
cal expectations both for normal galaxies and LIRGs/ULIRGs.
Furthermore, the different densities required to fit the two
populations of galaxies with a common constant SFRff ∼ 0.02
are far from the values derived in observations.

7.1.2. Case-II: revised conversion factors

Figure 11b is similar to Fig. 11a but here SFRff values have been
obtained from the revised estimates of the conversion factors dis-
cussed in Sect. 6 for Σdense (in LIRGs/ULIRGs) and ΣSFR (in
normal galaxies). Not surprisingly, by adopting the revised con-
version factors the global distribution of SFRff is shifted upward
and, at the same time, the difference between normal galaxies
and LIRGs/ULIRGs is increased. Most of the LIRGs/ULIRGs
in Fig. 11b show now values of SFRff that lie within the range
predicted by Krumholz & McKee (2005) with HCN densities
very close to ncrit

HCN. The problem persists in the fit of normal
galaxies, however, where the predicted values for SFRff and/or
nHCN(H2) are still well below the expected range. The paradigm
of a common constant SFRff in all galaxies can only be saved if
we allow this parameter to be as low as ∼0.0035. In this scenario
the HCN densities fitting the observed efficiencies would range
from ncrit

HCN in normal galaxies to ∼106 cm−3 in LIRGs/ULIRGs.
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•  Properties	
  of	
  GMC	
  
turbulence:	
  αvir	
  ~	
  1,	
  density	
  
PDF	
  lognormal,	
  LWS	
  
relation	
  σv	
  =	
  cs	
  (l/ls)1/2	
  

•  Scaling:	
  M	
  ~	
  l3,	
  PE	
  ~	
  l5,	
  KE	
  ~	
  
l4,	
  so	
  PE	
  <<	
  KE,	
  typical	
  
region	
  unbound	
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  by	
  

L	
  

l	
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  ≤	
  PE	
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Calculating	
  εff	
  
•  Density	
  PDF	
  in	
  turbulent	
  

clouds	
  is	
  lognormal;	
  width	
  
set	
  by	
  M	
  

•  Integrate	
  over	
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where	
  λJ	
  ≤	
  ls,	
  to	
  get	
  mass	
  
in	
  “cores”,	
  then	
  divide	
  by	
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  to	
  get	
  SFR	
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  ~	
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•  Need	
  to	
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  density	
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  MW-­‐like	
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Figure 12. (Continued) Left: B1; right: NGC 1333.

Table 2
Properties of RH2 Radial Profiles

Region αa δa α1 α2 rb
b Rb,H2

c rt
d rH i

e dt
f

(J2000) (J2000) (′) (′) (′) (′)

B5 03 47 39 + 32 51 28 3.69 ± 0.15 0.44 ± 0.01 ∼90 ∼0.7 ∼120 ∼160 ∼30 (<0.19)
IC348 03 44 13 + 32 04 13 3.22 ± 0.06 0.57 ± 0.01 ∼70 ∼1.2 ∼120 ∼150 ∼50 (<0.33)
B1E 03 36 45 + 31 12 40 1.67 ± 0.02 0.42 ± 0.01 ∼30 ∼1.2 ∼90 ∼150 ∼60 (<0.40)
B1 03 33 18 + 31 08 23 2.21 ± 0.05 0.70 ± 0.01 ∼60 ∼0.8 ∼110 ∼170 ∼50 (<0.29)
NGC 1333 03 29 17 + 31 21 16 1.43 ± 0.04 0.61 ± 0.01 ∼60 ∼0.5 ∼100 ∼190 ∼40 (<0.21)

Notes.
a Central position of each region. For B5 and B1, the centers correspond to the I13CO peaks as their RH2 peaks are masked. For IC348,
B1E, and NGC 1333, the centers correspond to the RH2 peaks.
b Radius where the transition from the steep to shallow power-law functions occurs.
c RH2 at rb.
d Radius where the H i–H2 transition occurs. This radius is defined at RH2 ∼ 0.25.
e Radius where gas is mainly in H i. This radius is defined at RH2 ∼ 0.1.
f Thickness of the H i–H2 transition region. This is measured as rt − rb. The values in parentheses are dt/rH i.
b,c,d,e Estimated by eye. b,d,e,f 1′ corresponds to 0.09 pc at the distance of 300 pc.

φCNMnmin, φCNM = 6–10 translates into TCNM = 60–75 K under
the assumption of thermal pressure allowing the coexistence
of CNM and WNM (see Equation (19) of KMT09). This
temperature range is indeed consistent with typical CNM
properties in the solar neighborhood. Heiles & Troland (2003b)
examined H i emission/absorption spectra obtained toward 79
radio sources and found a median Ts of ∼70 K for CNM.

While φCNM appears to systematically decrease toward the
west of Perseus, we find no significant difference in φCNM
between the dark and star-forming regions. This implies that
H i envelopes surrounding these regions have similar nCNM. We
estimate nCNM = 20–30 cm−3 using G′

0 = G/G0 = 0.4 derived
from Equation (5) with Tdust = 17 K. The similar nCNM further
suggests a similar normalized radiation field χ of 1–1.5. As
χ measures the relative importance of dust shielding and H2
self-shielding, χ ∼ 1 implies that dust shielding and H2 self-
shielding are equally important for H2 formation in Perseus.

7.2.3. Column Density at the H i–H2 Transition

KMT09 assume an infinitely sharp H i–H2 transition and
in this case RH2 would be zero at the H i shielding column
density. However, in reality, the transition cannot be infinitely
sharp and KMT09 estimate RH2 ∼ 0.25 at the H i shield-
ing column density by comparing the theoretical H i shield-
ing column densities with the detailed numerical radiative

transfer calculations. For solar metallicity, KMT09 predict (as
shown with the red solid curves) that RH2 ∼ 0.25 occurs at
ΣH i + ΣH2 = 7–10 M$ pc−2. This is indeed consistent with what
we see in Figure 12; RH2 ∼ 0.25 at ΣH i + ΣH2 = 6–12 M$ pc−2

or N (H i) + 2N (H2) = (8–14) × 1020 cm−2. This transition col-
umn density is a factor of 2–3 larger than what previous studies
found in the Galaxy via UV absorption measurements (e.g.,
Savage et al. 1977; Gillmon et al. 2006). However, considering
that the previous studies defined the transition column density at
RH2 ∼ 0.1 and ΣH2 linearly increases with ΣH i + ΣH2, our result
is consistent with the previous studies.

7.3. RH2 Radial Profiles

To investigate how RH2 radially changes from a molecular
peak, we plot RH2 as a function of distance from the center
of each dark and star-forming region in Figure 13. We use
the data points in the rectangular boxes (see Figure 10) and
calculate the mean RH2 in three-pixel size bins (bin size = 12.′9,
corresponding to 1.1 pc at the distance of 300 pc) to remove
small-scale fluctuations.

For all five regions, we find two power-law functions (RH2 ∝
r−α) in their radial profiles up to r ∼ 150′. Beyond r ∼ 150′,
the radial profiles show slight fluctuations due to the presence
of small-scale structure in the RH2 image and/or become flat.
We perform a linear least-squares fit to each radial profile up
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Nevertheless, the differences between the star formation histories
of the clouds simulated in these four runs are relatively small, despite
the significant differences that exist in the chemical make-up of the
clouds. The presence of H2 and CO within the gas appears to make
only a small difference in the ability of the cloud to form stars.
Furthermore, the fact that a cloud that does not form any molecules
is not only able to form stars, but does so with only a short delay
compared to one in which all of the hydrogen and a significant
fraction of the carbon is molecular is persuasive evidence that the
formation of molecules is not a prerequisite for the formation of
stars.

Examination of the nature of the stars formed in these four sim-
ulations is also informative. Naively, one might expect that in the
absence of molecular cooling, or more specifically CO cooling, the
minimum temperature reached by the star-forming gas would be
significantly higher. If so, then this would imply that the value of
the Jeans mass in gas at this minimum temperature would also be
significantly higher. It has been argued by a number of authors (e.g.
Jappsen et al. 2005; Larson 2005; Bonnell, Clarke & Bate 2006) that
it is the value of the Jeans mass at the minimum gas temperature in
a star-forming cloud that determines the characteristic mass in the
resulting initial mass function (IMF). Following this line of argu-
ment, one might therefore expect the characteristic mass to be much
higher in clouds without CO. However, our results suggest that this
is not the case. In runs C, D1 and D2, the mean mass of the stars that
form is roughly 1–1.5 M! (Fig. 1, bottom panel) and shows no clear
dependence on the CO content of the gas. Indeed, the mean mass
is slightly lower in run C, which has no CO, than in run D2, which
does. The mean stellar mass that we obtain from these simulations
is slightly higher than the characteristic mass in the observation-
ally determined IMF, which is typically found to be somewhat less
than a solar mass (Chabrier 2001; Kroupa 2002). However, this is
a consequence of our limited mass resolution, which prevents us
from forming stars less massive than 0.5 M!, and hence biases our
mean mass towards higher values. (We return to this point in Sec-
tion 3.3.) In run B, we again find a greater difference in behaviour,
but even in this case, the mean stellar mass remains relatively small,
at roughly 2 M!. It therefore appears that the presence or absence
of molecules does not strongly affect either the star formation rate
of the clouds or the mass function of the stars that form within them.

Conspicuous by its absence from our discussion so far has been
run A, the run in which we assumed that the gas remained optically
thin throughout the simulation. In this run, we find a very different
outcome. Star formation is strongly suppressed, and the first star
does not form until t = 7.9 Myr, or roughly three global free-fall
times after the beginning of the simulation. The results of this run
suggest that it is the ability of the cloud to shield itself from the
effects of the ISRF, rather than the formation of molecules within
the cloud, that plays the most important role in regulating star
formation within the cloud (cf. Krumholz, Leroy & McKee 2011).

3.2 Thermal and chemical state of the gas

3.2.1 Temperature distribution

In order to understand why molecular gas appears to be of only
very limited importance in determining the star formation rate, it is
useful to look at the thermal state of the gas in the different runs
at the point at which they begin forming stars. This is illustrated in
Fig. 2 for runs B, C, D1 and D2. For comparison, we also show the
temperature distribution of the gas in run A at t = 2.3 Myr (i.e. at
a similar time to the other four runs, albeit roughly 5.6 Myr before

Figure 2. Gas temperature plotted as a function of n, the number density of
hydrogen nuclei, in runs B, C, D1 and D2 (panels 2–5) at a time immediately
prior to the onset of star formation in each of these runs. Note that this
means that each panel corresponds to a slightly different physical time. For
comparison, we also plot the temperature of the gas as a function of density
in run A (panel 1, at the top) at a similar physical time, t = 2.3 Myr, although
in this case, this is long before the cloud begins to form stars.

run A itself begins to form stars). The first point to note is the basic
similarity of the temperature distribution in most of the runs. In runs
B, C, D1 and D2, the temperature decreases from roughly 100 K at n
∼ 10 cm−3 to 10 K at n = 105 cm−3 and to 8 K at n = 106 cm−3. This
corresponds to a relationship between temperature and density that
can be approximated as T ∝ ρ−0.25 at n < 105 cm−3, or a relationship
between pressure and density P ∝ ρ0.75, in good agreement with
the relationship P ∝ ρ0.73 proposed by Larson (1985, 2005). The
fact that the effective equation of state of the gas is significantly
softer than isothermal (i.e. P ∝ ρ) means that the local Jeans mass
decreases rapidly with increasing density within the cloud, a factor
which is known to greatly assist gravitational fragmentation (see
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Figure 5. Ratio of molecular-to-atomic gas in the SMC. The blue contours and
the gray scale show the two-dimensional distribution of the ratio ΣH2/ΣH i vs.
Σgas on scales of r ∼ 12 pc and r ∼ 200 pc, respectively (note that the hard edge
present in the blue contours at low ratios and low Σgas is the result of our adopted
2σ cut in ΣH2). The dotted horizontal line indicates ΣH2/ΣH i = 1, denoting the
transition between the regimes dominated by H i and H2. The dash-dotted,
dashed, and solid lines show the predictions of KMT09 for different values of
the cZ parameter, as in Figure 3. For the SMC, cZ = 0.2 at r ∼ 12 pc, and the
KMT09 curve overestimates the molecular-to-atomic ratio by a factor of two to
three. At r ∼ 200 pc we may expect cZ ≈ 1 using the standard clumping factor
c = 5 adopted by KMT09 for unresolved complexes. Although molecular gas
in the SMC is highly clumped, the atomic gas is not, so the cZ = 1 curve
overestimates ΣH2/ΣH i at 200 pc. The thick gray and black contours indicate
the predicted surface density ratio of gas in gravitationally bound complexes to
diffuse gas, Σgbc/Σdiff , in OML10 and in the model modified to incorporate the
extra heating of in the diffuse gas (OML10h; see Section 4.2.1), respectively.
The contours are calculated for the metallicity and distribution of stellar plus
dark matter density in the SMC. The original OML10 prediction for Σgbc/Σdiff
is considerably higher than the observed ΣH2/ΣH i. The tightness of the contours
is due to the fact that the self-gravity of the gas dominates over the stellar plus
dark matter contribution, thus there is an almost one-to-one correspondence
between Σgas and the prediction for Σgbc/Σdiff .
(A color version of this figure is available in the online journal.)

the velocity range vlsr ≈ 120–180 km s−1, taken to be repre-
sentative of the disk of the galaxy. We find that this exercise
lowers ΣH i by at most 30% the faint regions of the Wing, and
more typically ∼10%–15%. This is a small correction in the
molecular ratio, well within our uncertainties in ΣH2 alone, and
although it may significantly contribute to the observed disper-
sion in ΣH2/ΣH i, it cannot be the cause of its offset with respect
to normal galaxies. The SMC is strikingly bad at turning its
wealth of atomic gas into molecular gas, particularly given the
very high surface densities found in this galaxy.

3.5. Synthesis of Results

Using our dust-based ΣH2 map, we showed that to first order
the molecular star formation law in the SMC resembles that in
disk galaxies. There is still room within the uncertainties for a
factor-of-two-to-three decrease in τmol

dep , but our best estimates
at 0.2–1 kpc resolution imply very good agreement between
this low-metallicity dwarf and more massive disk galaxies.
Note that since the scaling is linear, this result is insensitive

to uncertainty in inclination or other aspects of the SMC’s
geometry. By contrast, the total gas star formation law is offset
significantly from that observed in large galaxies. The SMC
harbors unusually high ΣH i and low ΣSFR at a fixed total gas
surface density (although the ΣSFR versus Σgas distribution moves
closer to the loci of large spirals if the star and gas are in a disk
inclined by i > 40◦, or if the galaxy is elongated along the line
of site). At a given Σgas, the molecular gas fraction is also offset
to values lower than those observed in massive disk galaxies, by
typically an order of magnitude.

Two natural corollaries emerge from these observations. First,
molecular clouds in the SMC are not extraordinarily efficient
at turning gas into stars; star formation proceeds in them at a
pace similar to that in GMCs belonging to normal disk galaxies.
This suggests that, down to at least the metallicity of the SMC
(Z ∼ Z%/5), the lower abundance of heavy elements does not
have a dramatic impact on the microphysics of the star formation
process, although it does appear to have an important effect at
determining the fraction of the ISM capable of forming stars.

This is not a foregone conclusion. For example, it is conceiv-
able that the low abundance of carbon and the consequent low
dust-to-gas ratio and low extinction would affect the ionization
fraction in the molecular gas. This may result in changes in
the coupling with the magnetic field, perhaps slowing the GMC
collapse and resulting in lower SFE and longer τmol

dep . Or, alter-
natively, the low abundance of CO (an important gas coolant
in dense molecular cores) could make it difficult for cores to
shed the energy of gravitational contraction, slowing their col-
lapse and again resulting in longer timescales for consuming
the molecular gas (but see Krumholz et al. 2011). Our result im-
plies that to first order metallicity does not have a large impact
on the rate at which star formation proceeds locally in molecular
gas in the SMC. Firming up this conclusion, however, requires
detailed studies of molecular cloud lifetimes (for example, see
Fukui et al. 1999).

Second, these observations provide very strong evidence that
star formation activity is related directly to the amount molecular
gas, with H i coupled to SFR only indirectly. This should be
tempered by the consideration that, as pointed out in Section 2.1,
our dust-derived H2 map may include a contribution from
very cold, strongly self-absorbed H i (such as that sometimes
associated with molecular cloud envelopes), which we cannot
easily disentangle from molecular material in our analysis. The
strong relation between molecular material and star formation
explains some puzzling observations in the context of H i-
dominated systems. Wolfe & Chen (2006) searched for low
surface brightness galaxies in the Hubble Ultra Deep Field, with
the expectation that, based on Damped Lyman Alpha (DLA)
neutral gas column density statistics and the star formation law,
a measurable fraction of the sky should be covered by low
brightness objects if star formation takes place in DLAs. Their
study (as well as the recent extension by Rafelski et al. 2011)
shows that star formation activity in DLAs is suppressed by
over an order of magnitude (factors of 30–100) with respect
to the predictions based on the total gas Schmidt law. Wolfe
& Chen indeed suggest that part of the explanation may be
a low molecular fraction in DLAs. More recently, Krumholz
et al. (2009a) show that although the observed distribution of
column densities in QSO-DLA systems theoretically requires
the existence of a significant cold phase, they are inconsistent
with the expectation of large molecular fractions. This is simply
a reflection of the fact that, given their low metallicities, their
densities are not large enough to sustain significant molecular
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map, while the ordinate is chiefly Hα. The small extinction
correction derived from the 24 µm data has a negligible effect
on the correlation. Also note that because we correct for dust
temperature when deriving the dust surface density, Σmol should,
in principle, also be independent of heating effects.

The molecular gas depletion time depends on the scale con-
sidered (Figure 2). On the smallest scales considered, r ∼ 12 pc,
the depletion time in the molecular gas is log[τmol

dep /(1 Gyr)] ∼
0.9 ± 0.6 (τmol

dep ∼ 7.5 Gyr with a factor of 3.5 uncertainty af-
ter accounting for observed scatter and systematics involved in
producing the H2 map as well as the geometry of the source).
As mentioned in the previous section, τmol

dep shortens when con-
sidering larger spatial scales due to the fact that the Hα and H2
distributions differ in detail, but are well correlated on scales of
hundreds of parsecs (Figure 1). On size scales of r ∼ 200 pc
(red squares in Figure 2), corresponding to very good resolu-
tion for most studies of galaxies beyond the Local Group, the
molecular depletion time is log[τmol

dep /(1 Gyr)] ∼ 0.2 ± 0.3, or
τmol

dep ≈ 1.6 Gyr. The depletion time on r ∼ 1 kpc scales (black
circles in Figure 2), corresponding to the typical resolution of
extragalactic studies, stays constant for the central regions of
our map (where the smoothing can be accurately performed),
log[τmol

dep /(1 Gyr)] ∼ 0.2±0.2. Thus, our results converge on the
scales typically probed by extragalactic studies. This constancy
reflects the spatial scales over which Hα and molecular gas are
well correlated. Although the precise values differ, a very similar
trend for τmol

dep as a function of spatial scale is observed in M 33
(Schruba et al. 2010). The further reduction of the depletion time
when considering the entire galaxy (τmol

dep ≈ 0.6 Gyr) reflects the
contribution from a component of extended Hα emission, which
is filtered out in the calibration of the SFR indicator (Calzetti
et al. 2007; Rahman et al. 2011). The SMC is on the high end
of the observed distribution of values for the fraction of diffuse
Hα, but fractions of 40%–50% are common in galaxies (e.g.,
Hoopes et al. 1999).

Within the uncertainties, our results are not significantly
different from the mean H2 depletion time obtained in studies
of molecule-rich late-type disks on 750 pc to 1 kpc spatial
scales, where τmol

dep ∼ 2.0 ± 0.8 Gyr averaged over regions with
molecular emission (SFE ≈ 5% within 0.1 Gyr; Bigiel et al.
2008, 2011; Leroy et al. 2008). This is the methodology used in
resolved studies of τmol

dep in more distant galaxies, and our results
are directly comparable.

This contrasts sharply with the results using the CO map
(black contours) obtained by the NANTEN telescope (Mizuno
et al. 2001), using a Galactic CO-to-H2 conversion (the as-
sumption in many extragalactic studies). The CO distribution is
offset by a factor of ∼40 from the H2 distribution. This offset
corresponds to the most common αCO implied by our dust-map,
αCO ≈ 185 M# (K km s−1 pc2)−1 (very similar to the global
αCO). Both values of αCO are broadly consistent with CO-to-H2
conversion factors obtained by previous dust continuum mod-
eling and virial mass techniques on large scales (Rubio et al.
1993; Israel 1997; Leroy et al. 2007a, 2011), though factors of
two to three discrepancy persist from study to study. They dif-
fer, however, from estimates based on small-scale virial masses
toward the CO-bright peaks, which tend to obtain values of αCO
closer to Galactic (Israel et al. 2003; Blitz et al. 2007; Bolatto
et al. 2008; Müller et al. 2010). This discrepancy between CO-
to-H2 conversion factor on the large and on the small scales can
be understood in terms of the existence and mass dominance of
large molecular envelopes poor in CO. Such envelopes are ex-
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Figure 3. Total gas star formation law in the SMC. The gray scale shows the
two-dimensional distribution of the correlation between ΣSFR and Σgas, where
Σgas is the surface density of atomic plus molecular gas corrected by helium. The
white contours indicate the correlation due to atomic gas alone, which dominates
the gas mass (and Σgas) in the SMC. The contour levels, and the dotted lines
indicating constant τ

gas
dep , are at the same values as in Figure 2. The dash-dotted,

dashed, and solid lines indicate the loci of the model by Krumholz et al. (2009c,
KMT09) for clumping factor by metallicity products cZ = 5, 1, and 0.2,
respectively. The first two bracket the behavior of most galaxies observed at
750 pc resolution (see KMT09, Figure 1), while cZ = 0.2 would be the value
expected for the SMC with unity clumping factor (a reasonable assumption
for the spatial resolution of the observations presented here, r ∼ 12 pc).
Note that the surface density at which H i starts to saturate in the SMC is
ΣH i ∼ 50 M# pc−2 (the typical surface density is ΣH i ∼ 85 M# pc−2 at the full
resolution of the H i data), considerably larger than the typical value in normal
metallicity galaxies where ΣH i ! 10 M# pc−2 (Bigiel et al. 2008, 2011). As a
consequence any use of a “standard” total-gas–star-formation correlation for the
SMC would dramatically underpredict total gas surface densities, or overpredict
star formation activity. This is not true for molecular gas, as we discuss in the
previous figure.

pected at all metallicities (Glover & Mac Low 2011), and at the
low metallicity of the SMC they likely constitute the dominant
reservoir of molecular gas (Wolfire et al. 2010).

3.3. Relation between Total Gas and Star Formation

Figure 3 shows the total gas star formation law for the
SMC, the relation between ΣSFR and total (H i + H2) gas
surface density Σgas, as well as ΣSFR versus ΣH i (which is
almost the same, as atomic gas dominates). This relationship
may be more complex than the molecular star formation law,
resulting from a combination of phase balance in the ISM and
the relative efficiencies of different types of gas at forming
stars. Using a power-law ordinary least-squares bisector fit
we find that log(ΣSFR) = (2.2 ± 0.1) log(Σgas) + (−6.5 ± 0.1)
for Σgas > 10 M# pc−2 at the full spatial resolution of the
observations. This is very similar to the typical 1 + p ≈ 2 slope
measured for this relation in H i-dominated regions of galaxies
(Bigiel et al. 2010b), or the typical power-law index of the ΣSFR
to ΣH i relation observed in faint dwarfs by Roychowdhury et al.
(2009).

Thus, the relation between ΣSFR and Σgas is steep in the
SMC, and similar to ΣSFR versus Σgas at low surface density
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gas. This has been recently confirmed by Bayet et al. (in prepara-
tion) who detected the CS(7–6) line with much more difficulties in
IC 342 than NGC 253 (signal-to-noise ratio lower by a factor of
3 between the two sources). Consequently, more observations of
high-J CO lines in quite nearby galaxies are needed to explain this
characteristic better. Another possible explanation may also be the
degree of thermalization varying from one environment to another
as explained in Narayanan et al. (2008).

In the same way, it is noticeable that a small discrepancy between
the linear regressions and the observations appears for sources
showing the highest infrared luminosities (see Fig. 2 in the up-
per right-hand corners). However, contrarily to the previous case
(nearby sources), this effect is not seen for the SFR–CO(7–6) plot
nor for the other SFR–higher J CO correlations. On the contrary, it
appears clearer for lower J CO lines. One very simple first assump-
tion should be that this discrepancy may be caused by the fact that
such active (high-z) galaxies is expected to have a higher per cent of
dense gas than in local galaxies. Indeed these objects are known to
undergo more violent star burst phases. The gas component traced
by the CO(1–0) line may not be (relatively) as abundant and as
bright as in the local Universe. This hypothesis may be confirmed
by the localization of the CO SED maximum seen rather at high-J
CO lines (see Fig. 1) which are known to trace warmer and denser
gas (see Bayet et al. 2004, 2006).

3.3 Comparison with model predictions

It is essential to confront the results we have obtained to the model
developed by Krumholz & Thompson (2007) and Narayanan et al.
(2008). More especially, Narayanan et al. (2008) provided some
estimations of linear regression slopes for various SFR–CO-line lu-
minosity relationships. In Fig. 3, we have reproduced the fig. 7 of
Narayanan et al. (2008) adding the new observational constraints we
have obtained (see the open white circles with error bars in Fig. 3).
Fig. 3 thus provides the variation of the slope of the SFR–CO lumi-
nosity relationship with respect to the transition of CO investigated.

Figure 3. Predicted slopes in log (Lir) − log (L′
CO) space as a function

of J transitions of CO, as seen in the study of Narayanan et al. (2008)
(fig. 7). The grey horizontal lines are the model predictions and the crosses,
some observations Narayanan et al. (2008) used. Observational constraints
on the slope measured from CO(1–0) to CO(7–6) presented in this paper are
symbolized by open white circles (with error bars). From the CO(4–3) line,
the best-fitting slopes (dashed line) given by the predictions from Narayanan
et al. (2008) become not consistent with our observational results.

The best predicted (from models) SFR–CO slopes are represented
by a dashed black line while the horizontal grey lines symbolize its
scatter. This scatter is computed by randomly drawing a sample of
19 galaxies (which is similar to the size of our nearby and high-
z source sample) out of a set of 100 model galaxies 1000 times.
Here, our measurements are consistent with other measurements
(see the crosses in Fig. 3) and with model predictions up to the SFR–
CO(3–2) relationship. However, for higher J CO line, some dis-
crepancies are seen. As mentioned in Narayanan et al. (2008), these
discrepancies may likely due to the fact that these models do not
include any high-z sources. Most of these sources have an increas-
ing fraction of AGN as compared with this of the local galaxies.
These embedded AGN might thus significantly contaminate the in-
frared luminosity of the sources (Tran et al. 2001; Kim, Veilleux &
Sanders 2002; Veilleux, Kim & Sanders 2002), as well as be respon-
sible of an increase of the gas temperature, leading to a higher slope
in the linear regression. In a simple view, the star formation being
warmer in such distant objects, the temperature effect is expected
to be especially enhanced for the high-J CO line relationships.
Temperature contamination, imperfectly taken into account in the
models, is thus more expected in such CO lines than in low-J CO
transitions.

4 C O N C L U S I O N S

In this paper we have investigated the relevance of using the CO-
line emissions as indicators of SFR. For the first time, we have both
studied this question over a large number of CO transitions (12) and
over a large sample of source going up to a redshift of z > 6. We
have shown that the SFR–total CO, SFR–CO(5–4), SFR–CO(6–
5) and SFR–CO(7–6) line luminosity relationships are the tightest
correlations, making these lines the best indicators of the SFR. The
results we have obtained also strongly confirmed the predictions
from Krumholz & Thompson (2007) and Narayanan et al. (2008)
who showed that the SFR–CO-lines luminosity relationships are
above all regulated by the Kennicutt–Schmidt law, which sets the
way in which observed transitions trace molecular gas. In other
words, the SFR–CO-line luminosity relationships depends on how
the critical density of the molecule compares to the mean density
of observed source. We confirm in this paper that, for the CO lines
with J upper >3, the SFR–CO-line luminosity relationship are indeed
sublinear. However some discrepancies between model predictions
and observations appear for higher J CO-lines [from CO(4–3)] re-
lationships. These differences may be likely due to the fact that, in
the model the high-z sources are not included (possible tempera-
ture contamination from AGN heating processes). Anyway, more
observations (ALMA, Herschel) of CO in both nearby and high-z
sources, especially the high-frequency CO transitions could also be
very helpful for explaining these discrepancies.
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Figure 5. Slope of log(LIR)−log(L′) versus molecular line critical densities for the GC08 sample (triangles) and our combined sample (stars). Individual slopes are
shown in the previous figure. We add values from the literature: CO(1–0) and HCN(1–0) from GS04 (open squares), CO(3–2) from Narayanan et al. (2005, filled circle)
and, in order of increasing critical density, CO(1–0), CO(2–1), HCO+(1–0), CS(3–2), and HCN(1–0) from Baan et al. (2008, asterisk symbols). The corresponding
molecular line transitions are labeled at the top of the figure. Some of the points around log(ncrit) ∼ 3.3 and 6.5 were offset slightly in critical density for clarity of the
plotting symbols. The shaded regions show the predictions of N08 models for CO (pale gray), and HCN (dark gray) rotational transitions from J = 1–0 to J = 5–4.
See the text for more detail.
(A color version of this figure is available in the online journal.)

asterisk symbols). Baan et al. (2008) published slopes for
the inverse relation [log(L′

mol) − log(LIR)]. Thus, the asterisk
symbols are not truly calculated slopes, but rather the inverse
of the published numbers. These points are included for visual
reference, but should be considered more uncertain than the
associated error bars. All transitions are labeled at the top of
the figure. Points corresponding to HCN(1–0) and HCO+(3–2)
are very close given their near-identical critical densities. We
added small offsets in critical density for clarity of the plotting
symbols around log(ncrit) ∼ 3.3 and 6.5.

Similar results have been found by Iono et al. (2009). These
authors looked at the reciprocal relation but find a slope that
varies with critical density in the same sense (i.e., the inverse of
their slope decreases with ncrit, reaching close to unity for their
higher density tracers). While they only considered CO(1–0),
CO(3–2), and HCN(1–0), here we extend the trend to a larger
number of molecular line transitions and, more importantly, to a
transition with a higher critical density probing the regime where
the log(LIR)–log(L′) slope is less than unity [HCN(3–2)].

In their coupling of non-LTE radiative transfer calculations
with hydrodynamic galaxy evolution simulations, Narayanan
et al. (2008a) predicted the SFR–Lmol relations in local galax-
ies as a function of increasing molecular transition which serve
as a natural comparison for the observations compiled here.
We compare the observations with the numerical simulations of
Narayanan and collaborators in Figure 5 by overplotting their
model predictions as the gray-shaded regions.11 The predicted
slopes were calculated by randomly sampling 25 of the ∼100
model galaxies in the Narayanan et al. (2008a) sample, and cal-
culating the slope for the subset of galaxies. The shaded region
is the 1σ dispersion in slopes, and the dashed line is the mean.
The model SFR–Lmol slope decreases as a function of increasing
critical density owing to the arguments described in Section 1.
Because higher J-level molecular line transitions trace a smaller
fraction of the galaxy’s molecular content, the SFR–Lmol slope

11 We note that Narayanan et al. (2008a) only published the model SFR–Lmol
slopes for CO and HCN.

decreases from the assumed Kennicutt–Schmidt index of 1.5.
We find good agreement between the compiled molecular line
observations and the theoretical predictions for CO and HCN.

3.2. Comparison Between High- and Low-density Molecular
Tracers

In this section, we study the possibility that the enhanced
HCN(1–0)/CO(1–0) luminosity ratio actually corresponds to
an enhanced dense gas fraction. The five transitions studied
in this work allow us to examine 10 molecular line luminosity
ratios as a function of IR luminosity. This set includes published
line ratios for which the lines involved probe different densities.
We introduce a new line ratio, L′

HCO+(3–2)/L
′
HCN(1–0), for which

both molecular transitions have nearly the same critical density
(see Figure 3).

When comparing two tracers, we adopt the convention of
dividing the higher density (HD) tracer by the lower density
(LD) tracer. We quantify the contrast of their critical densities
as follows: Rcrit ≡ log(nHD

crit /nLD
crit). Our set of line ratios spans

four orders of magnitude in critical density contrast 0.1 <
Rcrit < 4.4. We quantify the IR luminosity dependence of each
molecular line ratio by a power law (see Figure 6). Whenever
possible, we fit for our combined sample (open and filled
symbols, solid lines). Otherwise, we fit to the GC08 sample only
(open symbols, dashed lines). We report the mean and standard
deviation on the distribution of possible slopes (α) at the top of
each panel. We also include the critical density contrast (Rcrit)
and the Pearson linear correlation coefficient (r) in each case.

Our results are summarized in Table 3 and indicate an
enhancement in molecular luminosity ratio of high- to low-
density tracer (L′

HD/L′
LD) with increasing IR luminosity. This

trend is observed, with varying degree of significance, for
all ratios with Rcrit > 1. In contrast, L′

HCO+(3–2)/L
′
HCN(1–0)—

the only ratio of lines with nearly equal critical densities
(Rcrit ∼ 0)—remains flat even at high infrared luminosities.
The same trend is observed when substituting LIR by LFIR (see
Table 3).
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